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Preface

DevOps has become a real buzzword in recent years. DevOps is a combination of cultural
philosophies, practices, and tools that increases an organization's ability to deliver
applications and services at high speed and with high quality. Azure DevOps is a Software
as a Service (Saa$S) platform from Microsoft that provides an end-to-end set of tools for
developing and deploying software by applying DevOps techniques. This book starts with
an overview of the Azure DevOps platform before diving into various tools and features,
such as boards for project management, repos for source control management, build and
release pipelines, test plans, artifacts, and more.

After reading this book, you will have a complete and clear vision of what Azure DevOps
can offer you to improve your development life cycle.

Who this book is for

This book is for solution developers/architects and project managers who want to apply
DevOps techniques to their projects and use Azure DevOps to manage the entire process
of developing applications of quality.

What this book covers

Chapter 1, Azure DevOps Overview, gives you a full overview of the Azure DevOps
features and toolsets, such as boards, repos, pipelines, test plans, and artifacts.

Chapter 2, Managing Projects with Azure DevOps Boards, explains the project management
features of Azure DevOps in detail and shows you how to use boards and work items, how
to create sprints, and how to manage backlogs and track all your activities.

Chapter 3, Source Code Management with Azure DevOps, explains how you can handle
source control with the Azure DevOps Repos feature and Git. It shows you how to create
repositories, how to handle commits, pushes, and pulls, how to handle branches, and
more.
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Chapter 4, Understanding Azure DevOps Pipelines, shows you how to create a build
pipeline for your code with Azure Pipelines and how best to handle continuous
integration.

Chapter 5, Running Quality Tests in a Build Pipeline, explains how to create and execute
quality tests for your code in a build pipeline.

Chapter 6, Hosting Your Own Azure Pipeline Agent, shows you how to create your own
build agents and use them in a build pipeline.

Chapter 7, Using Artifacts with Azure DevOps, explains how to use artifacts (package
feeds) to create and share packages and add fully integrated package management to your
continuous integration/continuous delivery pipelines.

Chapter 8, Deploying Applications with Azure DevOps, explains how to use release
pipelines to handle the continuous deployment of your code and how to use stages and
approvals before releasing code into a production environment.

Chapter 9, Integrating Azure DevOps with GitHub, shows you how to integrate Azure
DevOps tools with GitHub and use both applications for your continuous integration/
continuous delivery processes.

Chapter 10, Using Test Plans with Azure DevOps, shows you how to manage your project's
testing life cycle with test plans in Azure DevOps.

Chapter 11, Real-World CI/CD Scenarios with Azure DevOps, shows you some real-world
scenarios of continuous integration/continuous delivery processes being handled with
Azure DevOps.

To get the most out of this book

To follow the topics described in this book, you need to have a valid subscription with
Azure DevOps. You can activate a free account by going to the following link:

https://azure.microsoft.com/en-us/services/devops/

Software/hardware covered in the book OS Requirements

Azure DevOps Any

If you are using the digital version of this book, we advise you to type the code yourself
or access the code via the GitHub repository (link available in the next section). Doing
so will help you to avoid any potential errors related to the copying and pasting of
code.


https://azure.microsoft.com/en-us/services/devops/

Preface ix

Download the example code files

You can download the example code files for this book from GitHub at https://
github.com/PacktPublishing/Learning-Azure-DevOps---B16392. In case
there's an update to the code, it will be updated on the existing GitHub repository.

We also have other code bundles from our rich catalog of books and videos available at
https://github.com/PacktPublishing/. Check them out!

Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this
book. You can download it here: http://www.packtpub.com/sites/default/
files/downloads/9781800563513 ColorImages.pdf.

Conventions used

There are a number of text conventions used throughout this book.

Code in text:Indicates code words in text, database table names, folder names,
filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles.
Here is an example: 'You can download the file named node-v6.12.3-x64 .ms1i and
install it using the interactive installer.’

A block of code is set as follows:

using System;

using PartsUnlimited.Models;

namespace AzureArtifacts

{

class Program

{

static void Main(string[] args)

{

Console.WriteLine ('Hello World!') ;

CartItem caritem = new CartItem()


https://github.com/PacktPublishing/
https://github.com/PacktPublishing/
https://github.com/PacktPublishing/
http://www.packtpub.com/sites/default/files/downloads/9781800563513_ColorImages.pdf
http://www.packtpub.com/sites/default/files/downloads/9781800563513_ColorImages.pdf
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When we wish to draw your attention to a particular part of a code block, the relevant
lines or items are set in bold:

[Net.ServicePointManager] : : SecurityProtocol = [Net.
SecurityProtocolTypel] : : Tlsl2

Install-Module AzureRM -AllowClobber
Any command-line input or output is written as follows:

docker run \
-e VSTS ACCOUNT=<name> \
-e VSTS TOKEN=<pat> \

-it mcr.microsoft.com/azure-pipelines/vsts-agent

Bold: Indicates a new term, an important word, or words that you see onscreen. For
example, words in menus or dialog boxes appear in the text like this. Here is an example:
'Log in with your Microsoft account and in the left menu, select Artifacts.'

Tips or important notes

Appear like this.

Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, mention the book
title in the subject of your message and email us at customercare@packtpub. com.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you have found a mistake in this book, we would be grateful if you would
report this to us. Please visit www . packtpub. com/support/errata, selecting your
book, clicking on the Errata Submission Form link, and entering the details.

Piracy: If you come across any illegal copies of our works in any form on the Internet,
we would be grateful if you would provide us with the location address or website name.
Please contact us at copyright@packt . com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise
in and you are interested in either writing or contributing to a book, please visit
authors.packtpub.com.


mailto:customercare@packtpub.com
http://www.packtpub.com/support/errata
mailto:copyright@packt.com
http://authors.packtpub.com

Preface xi

Reviews

Please leave a review. Once you have read and used this book, why not leave a review on
the site that you purchased it from? Potential readers can then see and use your unbiased
opinion to make purchase decisions, we at Packt can understand what you think about
our products, and our authors can see your feedback on their book. Thank you!

For more information about Packt, please visit packt . com.


http://packt.com




Section 1:

DevOps Principles
and Azure DevOps
Project Management

In this section, DevOps principles, Azure DevOps key concepts, and project management
will be covered.

This section contains the following chapters:

o Chapter 1, Azure DevOps Overview
o Chapter 2, Managing Projects with Azure DevOps Boards
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Azure DevOps
Overview

This chapter introduces the first topics of this book: DevOps principles and Azure
DevOps project management. In this chapter, we are going start by introducing DevOps
and provide an overview of the different DevOps principles. Then, we are going to cover
the key concepts of Azure DevOps and the different services that Azure DevOps offers.
Finally, we are going to introduce the scenario that we will be using throughout this book.

The following topics will be covered in this chapter:

 Introducing DevOps

 Understanding DevOps principles

+ Introducing Azure DevOps key concepts
« Discovering Azure DevOps services

« Introducing the scenarios

Let's get started!
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Introducing DevOps

For a long time, development and operations had been divided into isolated modules with
both separate concerns and responsibilities. Developers wrote the code and made sure that
it worked on their development systems, while the system administrators were responsible
for the actual deployment and integration in the organization's IT infrastructure.

As there was limited communication between these two isolated modules, both teams
worked mostly separated on their projects. However, they heavily depended on each
other because there was no cross-platform knowledge across the different teams.

This fitted in nicely with the Waterfall Methodology that was used for most projects.

The Waterfall Methodology is based on the Software Development Life Cycle (SDLC),
which has clearly defined processes for creating software. The Waterfall Methodology is a
breakdown of project deliverables into linear sequential phases, where each phase depends
on the deliverables of the previous phase. This sequence of events may look as follows:

Requirements analysis

Implementation

Figure 1.1 - Waterfall Methodology

The Waterfall Methodology is well suited for projects in the following circumstances:

 Early in the development life cycle, customers and developers agree on what will be
delivered, with minimal to no changes during the development of the project.

o For integration with external systems, it is common for multiple components of the
software to be designed in parallel. In these cases, it is desirable to have the design
document complete at an early stage in the development life cycle.

« Various team members are involved in other projects simultaneously as well. For
example, business analysts can gather the requirements and create the design while
developers are working on another project.

o  Where it is not possible to break down the requirements phase, customers are not
fully engaged in smaller deliverables.
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However, customers may not exactly know what their requirements are before they
see working software. This can result in changing the requirements, thus leading to
redesign, reimplementation, and reverification. This can dramatically increase the
costs of the project.

Due to this, Agile and DevOps were introduced in 2009 and have slowly taken over
the world of software development. They replaced the Waterfall Methodology for most
projects that are out there. DevOps is a natural extension of Agile and continuous
delivery approaches, and it stands for development and operations. It is a practice that
merges development, IT operations, and quality assurance into one single, continuous
set of processes.

The following diagram illustrates the different parts that DevOps consists of:

Development IT Operations

DevOps

Quality Assurance

Figure 1.2 - DevOps methodology

It is a team-based and iterative approach to development where all stakeholders, such as
developers, administrators, testers, and a representative of the customer, are part of the

same team. Applications are delivered in functional components, and rather than creating

schedules and tasks at the start of the project, the project is divided into smaller phases,

called sprints. The duration of each sprint is defined up front and has a list of deliverables

that are planned at the start of each sprint. All those deliverables are defined together with
the customer and prioritized by business value by the customer. At the end of each sprint,

when work is completed, it is reviewed and evaluated by the team through daily builds
and end-of-sprint demos.
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This results in the following advantages:

« By working directly with the project team throughout the whole project,
the customer will experience a stronger sense of ownership.

« The customer has opportunities to see the work being delivered in an early stage
of the project and can make appropriate decisions and changes to it.

o Development is more business and value focused. This is a result of working closer
with the customer and having a better understanding of their needs.

« An Agile way of working enables us to quickly create a base version of the product,
which can be built upon in the next iterations.

Now that we have covered a very brief introduction to DevOps, we are going to look at the
different DevOps principles.

Understanding DevOps principles

There are a lot of different definitions when it comes to DevOps. Most of them are good
at explaining the different aspects of finding the right flow in delivering software and IT
projects. In the upcoming sections, we will highlight six DevOps principles that we think
are essential when adopting a DevOps way of working.

Principle 1 - Customer-centric action

Nowadays, it is important that software development projects have short cycles and
tfeedback loops, with end users and real customers integrated into the team. To fully
meet the customers' requirements, all activity around building software and products
must involve these clients. DevOps teams and organizations must continuously invest in
products and services that will allow clients to receive the maximum outcome, while also
being as lean as possible to continuously innovate and change the chosen strategy when
it is no longer working.

Principle 2 - Create with the end in mind

Organizations need to act more like product companies. They should focus more on
building working products that are sold to real customers. This engineering mindset needs
to be shared by all employees. This is required to realize those products. This means that
they should let go of the approach where each unit focuses on a particular role with their
own scoped responsibility.
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Principle 3 - End-to-end responsibility

In most traditional software development projects, the software and services that are
developed are handed over to operations, where they then deploy and maintain those
solutions after the initial development process. By adopting a DevOps way of working,
the DevOps teams become fully responsible and accountable for the project they deliver.
This means that once the product has been delivered by the team and it needs to be
maintained, it still remains under the responsibility of the team. The team will also
provide support for the product until it reaches its end of life. This greatly increases the
level of responsibility of the team and the quality of the products that are developed.

Principle 4 - Cross-functional autonomous teams

Organizations that work with vertical and fully responsible teams will need to let these
teams work completely independently throughout the whole life cycle. To enable these
teams to work completely independently, a broad and balanced set of skills are required.
Team members need to have T-shaped profiles instead of old-school IT specialists who
are only skilled in their own role. Examples of skills that every team member should have
include development, requirement analysis, testing, and administration skills.

Principle 5 - Continuous improvement

Another part of end-to-end responsibility is that, for organizations, it is important to
adapt changes continuously. There can be a number of changing circumstances, such

as new technology that has been released, changing customer requirements, and so on.
Continuous improvement is a strong focus in DevOps when it comes to optimizing for
speed and costs, minimizing waste, easy of delivery, and to continuously improve the
software and services that are being built and released. An important activity to embed
inside these cycles is experimentation. This will allow teams to develop a way of learning
from their failures, which is essential to continuous improvement.

Principle 6 - Automate everything

To fully adopt and embed a continuous improvement culture inside an organization,

most organizations have a lot of waste and tech depth to eliminate. To work with high
cycle rates and to process the instant feedback from customers and end users as soon as
possible, it is imperative to automate everything. This means that not only the software
development process should be automated using continuous delivery (which includes
continuous development and integration), but also the whole infrastructure landscape
needs to be automated. The infrastructure also needs to be ready for new ways of working.
In this sense, automation is synonymous with the drive to renew the way in which the
team delivers their services to their customers.
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In this section, we have covered the six principles that are very important when adopting
or migrating to a DevOps way of working. In the next few sections, we are going to look
at what Azure DevOps has to offer as a tool that supports teams so that they can work

in a DevOps oriented manner.

Introducing Azure DevOps key concepts

Azure DevOps provides a wide variety of services for DevOps teams so that they can plan,
work, collaborate on code development, and build and deploy software and services. Most
DevOps teams rely on several tools and build custom toolchains for each phase in the
application life cycle.

The following diagram shows the phases that are defined in the application life cycle:

Plan Develop

Collabaration Workflow

Continuaus Security &

Improvement Compliance

Operate Deliver

-

Figure 1.3 — Application life cycle phases

In the following sections, we'll explain these phases and the corresponding Microsoft
tooling and products in more detail.
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Plan

During the planning phase, teams can use Kanban boards and backlogs to define, track,
and lay out the work that needs to be done in Azure Boards. They can also use GitHub
for this. In GitHub, an issue can be created by suggesting a new idea or stating that a bug
should be tracked. These issues can be organized and assigned to teams.

Develop

The development phase is supported by Visual Studio Code and Visual Studio. Visual
Studio Code is a cross-platform editor, while Visual Studio is a Windows- and Mac-only
IDE. You can use Azure DevOps for automated testing and use Azure Pipelines to create
automatic builds for building the source code. Code can be shared across teams with
Azure DevOps or GitHub.

Deliver

The deliver phase is about deploying your applications and services to target
environments. You can use Azure Pipelines to deploy code automatically to any Azure
service or on-premises environments. You can use Azure Resource Manager templates or
Terraform to spin up environments for your applications or infrastructure components.
You can also integrate Jenkins and Spinnaker inside your Azure DevOps Pipelines.

Operate

In this phase, you implement full-stack monitoring for monitoring your applications and
services. You can also manage your cloud environment with different automation tools,
such as Azure Automation, Chef, and more. Keeping your applications and services secure
is also part of this phase. Therefore, you can use features and services such as Azure Policy
and Azure Security Center.

To support the full life cycle of analyzing, designing, building, deploying, and maintaining
software and infrastructure products and services, Azure DevOps provides integrated
features that can be accessed through any web browser.

Azure DevOps offers a combination of solutions and tooling that can be used to create
unique and custom workflows throughout each of the application life cycle phases.
These solutions will be described in the upcoming sections.
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Continuous integration and continuous delivery
(Cl/CD)

You can automate each DevOps process with CI/CD (and continuous deployment) in
Azure DevOps. CI is used in the development phase of a project and refers to building
and testing code in a fully automated way. Every time you commit changes to the master
branch, the changes will be validated and then packaged into a build artifact automatically.
With CD, the delivery phase is automated. Every time a build artifact is available,

the artifact is automatically deployed to the desired environment. When continuous
integration and continuous deployment are both used by development teams, the code
remains ready for production at any time. The only thing that teams must do to deploy a
working application into production is trigger the transition from development to deploy.
This will make the automated build artifact available for deployment. This triggering can
be as simple as pressing a button.

With Azure DevOps, you also implement continuous deployment. Adding this to your
development life cycle means that you can automate the entire process, from code
commit to production. The trigger between the development and delivery phase is
completely automatic. So, when code changes are validated and pass all the tests that are
performed during the development phase, the changes will be published to production
automatically as well. This means that customers will receive the new version, along with
the improvements for it, as soon as they are available.

Agile development support

Azure DevOps supports teams that adopt Agile development methods with planning,
tracking, and reporting capabilities. This will result in shorter release cycles and full
visibility in the software development process. You can use Azure Boards, which will be
covered in more detail in the next section of this chapter, to manage backlogs and define,
assign, and track work items. You can also use advanced analytics and reporting and
create custom dashboards to track progress.
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Version control

A version control system, also known as a source control system, is an essential tool for
multi-developer projects. It allows developers to collaborate on the code and track changes.
The history of all the code files is also maintained in the version control system. This makes
it easy to go back to a different version of the code files in case of errors or bugs.

Azure DevOps supports two different types of source control: Git (distributed) and
Team Foundation Version Control (TFVS). With Git, each developer has a copy of the
source repository on their development machine. All branch and history information is
included inside the source repository. Each developer works directly with their copy of
the repository and all the changes are shared between the local and source repositories

as a separate step. Changes can be committed on the local filesystem, and version control
operations can be executed without a network connection. Branches can be created easily
on the dev machine and later, they can be merged, published, or disposed by the developer
separately. With TFVC, developers have only one version of each file on their local dev
machines. All the others, as well as the historical data, are maintained only on the server.
The branches are created on the server as well.

Infrastructure as Code

Teams can also manage the infrastructure in Azure DevOps. Infrastructure components
that are used in a project, such as networks, virtual machines, and load balancers, can
be managed using the same versioning features and capabilities that are used for the
source code.

Used together with continuous delivery, an Infrastructure as Code (IaC) model generates
the same environment every time it is deployed. Without IaC, teams need to configure
and maintain the settings of all the individual deployment environments manually, which
is a time-consuming and error-prone task. The most plausible outcome is that, over time,
each environment becomes a snowflake, which is a unique configuration that cannot be
reproduced automatically anymore. This inconsistency across environments will lead

to issues during the deployment phase.
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Configuration Management

Configuration Management refers to all the items and artifacts that are relevant to the
project and the relationship between them. Those items are stored, retrieved, and uniquely
identified and modified. This includes items such as source code, files, and binaries. The
configuration management system is the one true source of configuration items.

Using Azure DevOps, resource configuration across the entire system can be managed by
teams to roll out configuration updates, enforce desired states, and automatically resolve
unexpected changes and issues. Azure offers multiple DevOps tools and capabilities for
configuration management, such as Chef, Puppet, Ansible, and Azure Automation.

Monitoring

You can use Azure Monitor to practice full-stack continuous monitoring. The health

of your infrastructure and applications can be integrated into existing dashboards

in Grafana, Kibana, and the Azure portal with Azure Monitor. You can also monitor

the availability, performance, and usage of your applications, whether they are hosted
on-premises or in Azure. Most popular languages and frameworks are supported by Azure
Monitor, such as NET, Java, and Node.js, and they are integrated with DevOps processes
and tools in Azure DevOps.

Discovering Azure DevOps services

In this section, we are going to introduce the different services that are offered by Azure
DevOps. These services can be used to support teams throughout the whole life cycle of
realizing business value for customers.

Azure Boards

Azure Boards can be used to plan, track, and discuss work across teams using the Agile
planning tools that are available. Using Azure Boards, teams can manage their software
projects. It also offers a unique set of capabilities, including native support for Scrum and
Kanban. You can also create customizable dashboards, and it offers integrated reporting
and integration with Microsoft Teams and Slack.
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You can create and track user stories, backlog items, tasks, features, and bugs that are
associated with the project using Azure Boards.

The following screenshot shows an example of an Azure Board:
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Azure Repos

Azure Repos provides support for private Git repository hosting and for Team
Foundation Server Control (TFSC). It offers a set of version control tools that can be
used to manage the source code of every development project, large or small. When you
edit the code, you ask the source control system to create a snapshot of the files. This

snapshot is saved permanently so that it can be recalled later if needed.
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Figure 1.4 - Azure Boards

E= Stories =

v @

Closed
(90 120 A5 a User | want to view
praducts from a certain category

@ Closed

3

[M0] 129 As a User, | want to change
quantity of items in my shopping cart

State ® Closed
i

(B0 134 As a user, | want to subscribe
o newsletters

@ Closed

1"

Today, Git is the most used version control system among developers. Azure Repos

offers standard Git so that developers can use the tools and clients of their choice, such
as Git for Windows, Mac, third-party Git services, and tools such as Visual Studio and
Visual Studio Code.
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The following screenshot shows an example of the commits you can push to a repo
in Azure:
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Figure 1.5 — Azure Repos

Azure Pipelines

You can use Azure Pipelines to automatically build, test, and deploy code to make it
available to other users and deploy it to different targets, such as a development, test,
acceptance, and production (DTAP) environment. It combines CI/CD to automatically
build and deploy your code.

Before you can use Azure Pipelines, you should put your code in a version control system,
such as Azure Repos. Azure Pipelines can integrate with a number of version control
systems, such as Azure Repos, Git, TFVS, GitHub, GitHub Enterprise, Subversion, and
Bitbucket Cloud. You can also use Pipelines with most application types, such as Java,
JavaScript, Node.js, Python, .NET, C++, Go, PHP, and XCode. Applications can be
deployed to multiple target environments, including container registries, virtual machines,
Azure services, or any on-premises or cloud target.
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The following screenshot shows an example of a run for an Azure Pipeline:
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Figure 1.6 — Azure Pipelines

Azure Test Plans

With Azure Test Plans, teams can improve their code quality using planned and
exploratory services in Azure DevOps. Azure Test Plans offer features for planned manual
testing, exploratory testing, user acceptance testing, and for gathering feedback from
stakeholders. With manual testing, tests are organized into test plans and test suites by
testers and test leads. Teams can begin testing from their Kanban boards or from the Work
Hub directly. With user acceptance testing, the value that's delivered to meet customer
requirements is verified. This is usually done by designated testers. Exploratory testing
includes tests that are executed by the whole development team, including developers,
product owners, and testers. The software is tested by exploring the software systems,
without the use of test plans or test suites. Stakeholder feedback gathering is done outside
the development team by marketing or sales teams. Developers can request feedback

on their user stories and features from Azure DevOps. Stakeholders can then respond
directly to the feedback item.
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The following screenshot shows an example of an Azure Test Plan:
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Figure 1.7 — Azure Test Plan

Azure Artifacts

With Azure Artifacts, you can create and share NuGet, npm, Python, and Maven
packages from private and public sources with teams in Azure DevOps. These packages
can be used in source code and can be made available to the CI/CD pipelines. With Azure
Artifacts, you can create multiple feeds that you can use to organize and control access

to the packages.
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The following screenshot shows an example of a feed in Azure Artifacts:
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Figure 1.8 - Azure Artifacts

Extension Marketplace

You can download extensions for Azure DevOps from the Visual Studio Marketplace.
These extensions are simple add-ons that can be used to customize and extend your team's
experience with Azure DevOps. They can help by extending the planning and tracking of
work items, code testing and tracking, pipeline build and release flows, and collaboration
among team members. The extensions are created by Microsoft and the community.
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The following screenshot shows some of the extensions that can be downloaded from
the marketplace:
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Figure 1.9 - Extension Marketplace

The services that we introduced in the previous sections will be explained more
thoroughly in the upcoming chapters of this book. In the next section, we will
introduce the scenarios that will be used throughout this book.

Introducing the scenarios

Throughout this book, we will use two different scenarios for our demos. We are going
to use sample projects that can be generated and installed in your Azure DevOps
environment by using the DevOps generator. For this book, we are going to install
Tailwind Traders and Parts Unlimited. Tailwind Traders is an example retail company
that showcases the future of intelligent application experiences, while Parts Unlimited
is an example e-commerce website.



Introducing the scenarios 19

Creating the starter project

To create the scenario project, we are going to use the Azure DevOps demo generator,
which will generate the sample project for us. These projects are free to use. Before you
generate the project, you need to install two different Azure DevOps extensions from the
marketplace, both of which are used by the Tailwind Traders project. These extensions
are as follows:

« ARM Outputs: This extension reads the output values of ARM deployments

and sets them as Azure Pipelines variables. You can download and install
the extension from https://marketplace.visualstudio.com/
items?itemName=keesschollaart.arm-outputs.

Team Project Health: This extension enables users to visualize the overall health
of builds, thereby delivering a visual cue similar to Codify Build Light. You can
download the extension from https://marketplace.visualstudio.com/
items?itemName=ms-devlabs.TeamProjectHealth.

Once the extensions have been installed inside your Azure DevOps organization, you can
generate the sample project:

1.

First, navigate to the following site: https://azuredevopsdemogenerator.
azurewebsites.net/.

Click the Sign in button. If you don't have an Azure account yet, you can sign up for
a trial account by clicking the Get started for free button:

g Azure DevOps Demo Generator

':’ Azure DevOps

AZURE DEVOPS DEMO GEMERATOR

s g BB TS

The purpase of this system is to simplify warki
lahs, demes and ather education mates Iprvddl\.m e Microsaft Azure
Marketing team,

Sign In

Don't have an Azure DevOps Organization?

Get started for free

Figure 1.10 — Azure DevOps demo generator

3. Name the project Tailwind Traders, select an organization, and select

a template by clicking the Choose template button. Select Tailwind Traders
from the list and click Select Template.


https://marketplace.visualstudio.com/items?itemName=keesschollaart.arm-outputs
https://marketplace.visualstudio.com/items?itemName=keesschollaart.arm-outputs
https://marketplace.visualstudio.com/items?itemName=ms-devlabs.TeamProjectHealth
https://marketplace.visualstudio.com/items?itemName=ms-devlabs.TeamProjectHealth
https://azuredevopsdemogenerator.azurewebsites.net/
https://azuredevopsdemogenerator.azurewebsites.net/
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4. After filling in these details, the page should look as follows:

New Project Name Tailwind Traders

Select Organization sjoukjezaal v

Selected Template : Tailwind Traders Choose template

O Azure DevOps Demo Generator now supports GitHub forking!

The selected template includes a GitHub repository. You can choose to fork it or use the
existing repo. If you fork, all pipelines will be updated to point to the forked repo.

Yes, | want to fork this repository Authorize

Verifying if all required extension(s) are installed and enabled

All required extensions are installed/enabled in your Azure DevOps Organization.

@& ARM Outputs

Create Project

Figure 1.11 - Creating a new project
5. Click the Create Project button.
6. With the project created, navigate to https://dev.azure.com/.

7. Log in with your credentials and select the organization where you created the
project. Select the Tailwind Traders project to see if anything has been generated.

8. Repeat these steps to create the Parts Unlimited project in your DevOps
environment.


https://dev.azure.com/
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Tip

For more information about the Tailwind Traders sample project, refer
to the following site: https://github.com/Microsoft/
TailwindTraders. For more information about the Parts
Unlimited example, refer to https://microsoft.github.io/
PartsUnlimited/.

Summary

In this chapter, we covered some of the basics of DevOps and covered the six different
DevOps principles. Then, we covered the key concepts of Azure DevOps and the different
solutions that Azure DevOps has to offer to support teams throughout each of the
application life cycle phases. After that, we looked at the different features that Azure
DevOps has to offer, and we introduced and created the two scenarios that we will use

in the upcoming chapters of this book.

In the next chapter, we are going to cover how to manage projects with Azure Boards.

Further reading

Check out the following links for more information about the topics that were covered
in this chapter:

o Extension Marketplace: https://marketplace.visualstudio.com/
azuredevops

e Azure Automation documentation: https://docs.microsoft.com/en-us/
azure/automation/

« Azure DevOps demo generator: https://docs.microsoft.com/en-us/
azure/devops/demo-gen/use-demo-generator-v2?view=azure-
devops&viewFallbackFrom=vsts

o An overview of the Tailwind Traders reference apps for Azure: https://www.
youtube.com/watch?v=EP-PME-1tqg0


https://github.com/Microsoft/TailwindTraders
https://github.com/Microsoft/TailwindTraders
https://microsoft.github.io/PartsUnlimited/
https://microsoft.github.io/PartsUnlimited/
https://marketplace.visualstudio.com/azuredevops
https://marketplace.visualstudio.com/azuredevops
https://docs.microsoft.com/en-us/azure/automation/
https://docs.microsoft.com/en-us/azure/automation/
https://docs.microsoft.com/en-us/azure/devops/demo-gen/use-demo-generator-v2?view=azure-devops&viewFallbackFrom=vsts
https://docs.microsoft.com/en-us/azure/devops/demo-gen/use-demo-generator-v2?view=azure-devops&viewFallbackFrom=vsts
https://docs.microsoft.com/en-us/azure/devops/demo-gen/use-demo-generator-v2?view=azure-devops&viewFallbackFrom=vsts
https://www.youtube.com/watch?v=EP-PME-1tq0
https://www.youtube.com/watch?v=EP-PME-1tq0
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Managing
Projects with Azure
DevOps Boards

In the previous chapter, we introduced DevOps and covered the six principles. We also
briefly covered the key concepts and the different services of Azure DevOps. Finally, we
introduced the scenarios that we will be using throughout this book.

In this chapter, we are going to cover Azure Boards in more detail. We will start with

the different processes and process templates that are available in Azure DevOps. Then,
we will create a new organization in Azure DevOps. We imported a sample project and
organization called Tailwind Traders in the previous chapter. We will use this example for
the rest of this chapter. We will use this Tailwind Traders project to create a new project
and learn how to create and manage the different project activities using Azure Boards.

The following topics will be covered in this chapter:

Understanding processes and process templates
Creating an organization
Creating a project

Creating and managing project activities
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Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization. The
organization that we'll be using in this chapter was created in Chapter 1, Azure DevOps
Overview.

Understanding processes and process
templates

With Azure Boards, you can manage the work of your software projects. Teams need
tools to support them that can grow and that are flexible. This includes native support
for Scrum and Kanban, as well as customizable dashboards and integrated reporting
capabilities and tools.

At the start of the project, teams must decide which process and process templates need
to be used to support the project model that is being used. The process and the templates
define the building blocks of the Work Item tracking system that is used in Azure Boards.

Azure DevOps supports the following processes:

o Basic: This is the simplest model that teams can choose. It uses Epics, Issues, and
Tasks to track the work. These artifacts are created when you create a new basic
project, as follows:

Portfolio
backlog

Product
backlog

Figure 2.1 — Basic process
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 Agile: Choose Agile when your team uses the Agile planning process. You can track
different types of work, such as Features, User Stories, and Tasks. These artifacts
are created when you create a new project using the Agile process. Development
and test activities are tracked separately here, and Agile uses the Kanban board to
track User Stories and bugs. You can also track them on the task board:

Feature

Portfolio backlog

Configurable
Backlog
Bug

I

I

I

I

- Task
Issue & bug

tracking

Figure 2.2 - Agile process
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« Scrum: When your team is practicing the Scrum methodology, choose the Scrum
process. This will create Product backlog items (PBIs), Tasks, Bugs, and more
artifacts for the team. You can track artifacts using the Kanban board, or break PBIs
and bugs down into tasks on the task board. The Scrum process is shown in the
following diagram:

Epic

Feature

Portfolio backlog

Configurable

Backlog Product backlog

item

—_

Issue tracking Impediment

Figure 2.3 — Scrum process

« CMMI: When your team follows a more formal project method that requires
a framework for process improvement and an auditable record of decisions,
the Capability Maturity Model Integration (CMMI) process is more suitable.
With this process template, you can track requirements and change requests,
risks, and reviews:
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Portfolio backlog

Configurable

I
I
I
I
- - Task

Backlog

Requirement

Issue, change &
risk management

Figure 2.4 - CMMI process

Now we have covered some basic information about the different processes and process
templates that are available in Azure DevOps, we will cover how to create a new
organization.

Creating an organization

An organization in Azure DevOps is used to connect groups of related projects. You can
plan and track your work here and collaborate with others when developing applications.
From the organization level, you can also integrate with other services, set permissions
accordingly, and set up continuous integration and deployment.
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In the previous chapter, we introduced the scenarios that we will be using throughout
this book. Tailwind Traders is an example retail company that is showcasing the future of
intelligent application experiences. By generating a project using the DevOps generator,
the organization and the project were automatically created.

However, there are cases where you might need to create an organization manually, such
as when you first start to use Azure DevOps in an organization, or when it is a logical fit
to create a separate organization based on permission requirements. So, we are going to
cover this step as well. Therefore, you need to perform the following steps:

1. Open a web browser and navigate to https://dev.azure.com/.

2. Log in with your Microsoft account and from the left menu, click on New
organization:

l"‘j Azure DevOps

. Projects My work items My pull requests

Tailwind Traders
Generated by Azure DevOps Demo Generator

‘ New organization

Figure 2.5 — Creating a new organization

3. In the wizard, give the organization a name, such as Packt LearnDevOps, and
choose the location where you want to host the project:


https://dev.azure.com/
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0 Azure DevOps
Switch directory
Almost done...

Name your Azure DevOps organization

dev.azure.com/ PacktLearnDevOps

We'll host your projects in

West Europe e

Figure 2.6 - Naming the project
4. Click Continue.

With that, the organization has been created. In the next section, we are going to learn
how to add a new project to this organization.

Creating a project
After creating a new organization, Azure DevOps automatically gives you the ability to
create a new project. Perform the following steps:

1. The wizard for creating a project is automatically displayed once you've created a
new organization. There, you can specify the project's name. In my case, I named it
LearnDevOps.
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2. You can also choose if you want your project to be Public, so that everyone on the
internet can view it, or Private. If you choose the latter, you need to give access to
users manually. We will choose Private for this demo:

Create a project to get started

Project name *

LearnDevOps v
Visibility

Public Private

Anyone on the internet can Only people you give

view the project. Certain access to will be able to

features like TFVC are not view this project.

supported.

—+ Create project

3. Click + Create project to create the new project. It will be added to the organization
that we created in the previous step.

Figure 2.7 — Creating a new project

4. 'There is another way to create a new project. You can do this separately from
creating an organization as well. There will be a lot of cases where you'll want to add
a new project to an existing organization. For that, click on the organization's name
in the left menu. You will be redirected to the overview page of the organization.
There, in the top-right corner, click on + New project:
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a o & @

(D Users may experience build delays due to capacity constraints due to increased demand from the global pandemic. See this link for more detail: link X

G Azure DevOps £ Search

n PacktLearnDevOps

. PacktLearnDevOps —
o

New organization

Projects My work items My pull requests S Filter projects

LearnDevOps

Figure 2.8 — Adding a new project to an existing organization

5. From there, the same wizard for creating a new project will be displayed.

We have now covered how to create a new organization and add a project to it. For the
remaining sections of this chapter, we are going to leave this organization and project
as-is, and we are going to use the Tailwind Traders project that we imported in Chapter 1,
Azure DevOps Overview.

In the next section, we will cover how to create and manage different project activities.

Creating and managing project activities

Azure DevOps offers different project features that can be used by teams to manage their
software development project, such as Work Items, backlogs, sprints, boards, and queries.
These will be covered in the following sections.

Work Items

Teams use artifact Work Items to track all the work for a team. Here, you will describe
what is needed for the software development project. You can track the features and the
requirements, the code defects or bugs, and all other items. The Work Items that are
available to you are based on the process that was chosen when the project was created.

Work Items have three different states: new, active, and closed. During the development
process, the team can update the items accordingly so that everyone has a complete
picture of the work related to the project.

Now, let's create a new Work Item.
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Creating a new Work Item
From now on, we are going to use the Tailwind Traders sample project that we generated
in the previous chapter. We are going to create a new Work Item in this project. To do this,
perform the following steps:

1. Open a web browser and navigate to https://dev.azure.com/.

2. Log in with your credentials.

3. Navigate to the organization where the Tailwind Traders project was created and
select the project, as shown in the following screenshot:

) Azure DevOps P search

a o & @
| n sjoukjezaal sjoukjezaal

. Projects My work items My pull requests 7 Filter projects
Newsiganaaton Tailwind Traders Parts Unlimited
Generated by Azure DevOps Demo Generator Generated by Azure DevOps Demo Generator

e e
.

Figure 2.9 - Selecting the Tailwind Traders project in Azure DevOps


https://dev.azure.com/
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4. Next, from the left menu, select Boards and then Work items:
0 Azure DevOps i/ Overview / Summary & Search = (] @ A, .

Tailwind Traders —+ ) T
Tailwind Traders & ™ B
ﬂ Overview

0 Summary
BB Dashboards About this project Q Like 0 Vi
B wiki Generated by Azure DevOps Demo Generator

Boards Boards M
B
E Repos \Q'j

[ Roards

* Pipelines = Backlogs
O, Sprints
‘ Test Plans Last 7 days
=% Queries
. Artifacts Boards
0 0
ﬂ Work items created El Wark items completed

Figure 2.10 - Navigating to the Work Items
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5. On the next screen, you will see an overview of all the Work Items that were
generated automatically when we created the Tailwind Traders project:

Azure DevOps

Overview

Boards
Work items
Boards
Backlogs
Sprints

Queries

Repos

Pipelines

Test Plans

>4 Pirowz=ocdDB B O

Artifacts

Boards

Tailwind Traders +  \\/ork items

D

115

136

135

133

132

131

130

128

127

Work items PO search

Recently updated + New Work Item ~ > Open in Queries

S Filter by keyword Types ~  Assignedto ™~  States ¥  Area

Title

[E TestPlan 1.0

[ As a User, | want to view my past orders

Il As an admin, | want to set order limit for free shipping

8 As a User, | want to remove items from my shopping cart

Il As a User, | should be able to select different shipping option
Il As a user, | want to choose to unsubscribe newsletters

I8 As a User | want to view my discounts coupons

I8 As an admin, | want to generate coupons for customers

Il As a user, | want to be able to update the frequency and type of n...

Figure 2.11 - Overview of all the sample Work Items

Assigned To

@ Unassigned
@ Unassigned
@ Unassigned
@ Unassigned
@ Unassigned
@ Unassigned
@ Unassigned
@ Unassigned

@ Unassigned

6. To create a new Work Item, click on + New Work Item from the top menu. There,
you will see the different types of Work Items that you can create according to the
project type that was selected during creation. In the case of Tailwind Traders, the
Agile type is used (see the Understanding processes and process templates section at
the beginning of this chapter for more details):
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G Azure DevOps sjoukjezaal / Tailwind Traders / Boards / Workitems

Tailwind Traders + Work items

I Overview Recently updated —+ New Work Item ~ > Open in Queries &2 Column
! vd & Bug
BT S Filter by keyword Types
W Epic
[} Work items D Tile | ® Feature
E2  Boards A Issue
® 115 E Te
= Backlogs Task
0 As orders
BL Test Case
O, Sprints . .
M As §m yser Story limit for free shipping
= Queries - i
133 [l As a User, | want to remove items from my shopping cart
is2 2 132 [l As a User, | should be able to select different shipping option
’ Pipelines 131 [l As a user, | want to choose to unsubscribe newsletters

Figure 2.12 - Work Item types
Now, let's create a new User Story. To do so, click on User Story from the list. Now, follow
these steps:

1. A new window will open where you can specity the values for the User Story. Add
the following:

a) Title: As a user, I want to edit my user profile.
b) Assigned: Here, you can assign the Work Item to a specific person.

c) Add tag: You can also add tags to this Work Item. These tags can be used for
searching later. I've added a tag called Profile Improvements.

d) State: Because this is a newly created item, the state is automatically set to
New.

e) Iteration: Here, you can specify which sprint you want to add this User Story
to. You can also do this later from the backlog. I've added it to iteration 2.

f) Description: As a user, I want to edit my user profile. This is a rich text editor
where you can also format the description to your needs.
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g) Discussion: Here, you can add additional comments related to this Work
Item. You can link it to another Work Item using "#" followed by "the name of the
Work Item", link a particular pull request using "!" followed by the "name of the pull
request”, or mention a person using “@" followed by the "name of the person".

h) Priority: You can prioritize your User Story here. The priority here is just a
number to indicate the importance of the Work Item, not the priority of it. The
priority can be decided from the board by dragging the User Story up and down.

i) Classification: You can also classify this item. The generator created two
different categories for the Tailwind Traders project. Here, you can select Business
or Architecture. In this case, the item is more business-related.

j) Development: Here, you can link the item to a specific branch, build, pull
request, and so on.

k) Story points: Using story points, you can estimate the amount of work
required to complete a User Story using any numeric unit of measurement. The
value in this field is based on the velocity of the team:

Add link

You are adding a link from:

9 User I want to edit my user profile

Link type

Found in build
Integrated in build
Code

Branch
Changeset
Commit

Pull Request
Versioned Item
GitHub

GitHub Commit

GitHub Pull Request

Figure 2.13 - Linking the item to a specific development process
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2. Related Work: You can also link the item to other items or GitHub issues, such as
parent-child relationships, Tested By, Duplicate Of, and so on:

Add link

You are adding a link from:

9 User | want to edit my user profile

Link type
ED

GitHub

GitHub Issue
Woaerk

Child
Duplicate
Duplicate Of
Parent
Predecessor
Related
Successor
Tested By

Tests

Figure 2.14 - Linking the item to related work
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3. After filling in these fields, click the Save button at the top-right-hand side of the
screen:

Work Items | 9 Back to Work Items

) MEW USER STORY *

User | want to edit my user profile

@Unassigned ¥ 0comments  Profile Impravements X+ m|

State ® New Area Tailwind Traders
Reason New lteration  Tailwind Traders\Iteration 2 Details ~ ¥0) & 1]
Description Planning Deployment
" Story Points
User | want to edit my user profile To track releases associated with
this work item, go to Releases
Priority ' and turn on deployment status
. L reporting for Boards in your
Acceptance Criteria 2 pipeline’s Options menu. Learn
Risk more
Click to add Acceptance Criteria
Development
Classification
i . + Add link
Discussion Value ares
i i o ) o Business
. As discussed with @Sjoukje Zaal, this User Story was still missing.
Related Work
+ Add link ~

Figure 2.15 - Saving your Work Item

We have now successfully created a new Work Item. I highly encourage you to create some
different Work Items, such as bugs, features, tasks, and so on. This way, you will become
familiar with the different types of forms that come with each.

Important Note

For more information on how to create the different Work Items, refer
to the following website: https://docs .microsoft.com/en-
us/azure/devops/boards/work-items/about-work-
items?view=azure-devopsé&tabs=agile-process.

For more information about the different fields that are used in the Work Item
forms, refer to this website: https://docs.microsoft.com/en-
us/azure/devops/boards/work-items/guidance/work-
item-field?view=azure-devops.

In the next section, we are going to look at backlogs and sprints in more detail.


https://docs.microsoft.com/en-us/azure/devops/boards/work-items/about-work-items?view=azure-devops&tabs=agile-process
https://docs.microsoft.com/en-us/azure/devops/boards/work-items/about-work-items?view=azure-devops&tabs=agile-process
https://docs.microsoft.com/en-us/azure/devops/boards/work-items/about-work-items?view=azure-devops&tabs=agile-process
https://docs.microsoft.com/en-us/azure/devops/boards/work-items/guidance/work-item-field?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/boards/work-items/guidance/work-item-field?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/boards/work-items/guidance/work-item-field?view=azure-devops
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Backlogs

The product backlog is a roadmap for what teams are planning to deliver. By adding
User Stories, requirements, or backlog items to it, you can get an overview of all the
functionality that needs to be developed for the project.

From the backlog, Work Items can be easily reordered, prioritized, and added to sprints.

Let's take a look at how backlog works:

1. In Azure DevOps, open the Tailwind Traders project again.

2. Next, from the left menu, select Boards and then Back log. Then, select Tailwind

Traders Team backlogs:
‘:j Azure DevOps sjoukjezaal / Tailwind Traders / Boards / Backlogs AP Search = G @ A, .
. Tailwind Traders +
Backlogs N
ﬂ Overview
Mame Team
a Boards
Continue where you left off

£ Workitems = Tailwind Traders Team backlogs A Tailwind Traders Team

[ Boards ~ My favorite backlogs

= Backlogs No favorites yet! Favorite % backlogs to quickly access them here.

Q Sprints v My team backlogs (1)

= = Tailwind Traders Team backlogs A Tailwind Traders Team

=% Queries

> All teams backlogs

o

W@ Fipelines
A TestPlans
B Artifacts

Figure 2.16 — Navigating to the backlog of the project
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3. Here, you will see all the different User Stories for the project, including the one that
we created in the previous demo. From the top-right, you can select the different
types of Work Items that come with the project template:

sjoukjezaal / Tailwind Traders / Boards / Backlogs R Search = Ch
2 Tailwind Traders Team ~ ¢ &
Backlog  Analytics | + NewWork ltem (@ View as Board £ Column Options - - = Stories v
[l Order  Work Item Type  Title g Epics
Planning =
L[ i i = Features

+ 1 User Story > [M] As a User, | want to add items to my shopping car Drag and drop work

2 User Story > [M] As a User | want to view my user profile = Stories

3 User Story [ As a User | want to view product details Tailwind Traders

4 User Story [l As a User, | want to be able to modify my particula

5 User Story [ As developer, | want to use Azure Machine Learnin Iteration 2

Figure 2.17 - Different types of Work Items

4. For now, we will stick with the User Stories view. You can also reorder and prioritize
the Work Items from here. Let's reprioritize our newly created User Stories by
dragging it between numbers 2 and 3 in the list:

= Tailwind Traders Team ~ % &

Backlog  Analytics ‘ + NewWork ltem @ ViewasBoard ¢ Column Options - -- = stories ¥ FH Y 8 S
[ Order  Work Item Type Title
Planning X
1 User St ~ [ As a User, | want to add items t hoppi rt . . . ’
ser story B As a User, | want to add items to my shopping ca Drag and drop work items to include them in a sprint.
Task [ As a User | want to view a public landing page with static
Task [ As a User | want to see a list of recommended product Tailwind Traders Team Backlog
Task Shows the total price of all items
Task Create a new route and view for cart Iteration 2 4/20/2020 - 5/11/2020
As 2 User | want Planned Effort: - 16 working days
2 User Story > [l As a User | want to view my user profile to edit my user
) s 4
3 User Story 1] As a User | want to view product details I I
4 User Story I As a User, | want to be able to modify my particulars
lteration 3 5/12/2020 - 6/2/2020
5 User Story [l As developer, | want to use Azure Machine Learning to prov Planned Effort: - 16 working days
6 User Story Ml As a admin, | should be able to update prices on ad-hoc cot m3
7 User Story I As a user, | want to be able to update the frequency and tyg
8 User Story [ As an admin, | want to generate coupons for customers + New Sprint
9 User Story [ As a User | want to view my discounts coupons
10 User Story B As a user, | want to choose to unsubscribe newsletters

n User Story [0 As a User, | should be able to select different shipping
12 User Story Il As a User, | want to remove items from my shopping
13 User Story 1l As an admin, | want to set order limit for free shipping

14 User Story [0 As a User, | want to view my past orders

+ 15 User Story [ [ As a User | want to edit my user proﬁle] .
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5. From the backlog, you can also add Work Items to the different sprints. During
creation of the Work Item, we added this User Story to Sprint 2. From here, we can

drag this item to a different sprint if we want to:

Z Tailwind Traders Team v
‘ + New Work Item

Backlog  Analytics

= Order Work ltem Type

1 User Story

Task

Task

Task

Task
2 User Story
User Story
4 User Story
5 User Story
6 User Story
7 User Story
8 User Story
9 User Story

10 User Story

Title

w A

® View as Board

&2 Column Options

~ M| As a User, | want to add items to my shopping cart

As a User | want to view a public landing page with stati

As a User | want to see a list of recommended product

Shows the total price of all items

Create a new route and view for cart

> Ml As a User | want to view my user profile

I 10 As a User | want to edit my user profile ]

110 As a User | want te view product details

Iteration 3 ‘

[l As a User, | want to be able to modify my particulars

Il As developer, | want to use Azure Machine Leaming to pro

Il As a admin, | should be able to update prices on ad-hoc

Il As a user, | want to be able to update the frequency and

18] As an admin, | want to generate coupons for customers

[l As a User | want to view my discounts coupons

==
=

Y @ 7

= Stories v

Planning X
Drag and drop work items to include them in a sprint

Tailwind Traders Team Backlog

Iteration 2 TR 4/20/2020 - 5/11/2020
Planned Effort: - 16 working days
LUK 4

5/12/2020 - 6/2/2020

As a User | want

Planned Effort: - to edit my user 16 working days
profile
3 b

+ New Sprint

Figure 2.19 - Dragging the User Story to another sprint
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6. You can also change the view to see more Work Items that are related to these User
Stories. By clicking on the view options shown on the left-hand side of screen, you
can enable different views. Enable Parent, which displays epics and features:

Z Tailwind Traders Team ~ ¥ &

Backlog  Analytics

[ order
+

Work Item Type
Epic
Feature
User Story
Feature
User Story
Feature
User Story
User Story
User Story
User Story
Epic
Feature
User Story
User Story
Epic
Feature

User Story

‘ —+ New Work Item

® View as Board

Title
~ W Shopping Cart .
~ ® Product Catalog
(I As a User | want to view product details
~ ® Price Catalog
1M As a admin, | should be able to update prices on ad-h.
~ ® Purchase
> [l As a User, | want to add items to my shopping cart
(Il As developer, | want to use Azure Machine Leaming
(I As a User, | want to remove items from my shopping
(I As a User, | want to view my past orders
v W Loyalty Membership
~ ¥ Loyalty points
(I As an admin, | want to generate coupons for custome
(I As a User | want to view my discounts coupons
v W Customer Management
+ ¥ Membership signup

> [ As a User | want to view my user profile

ﬂ Column Options

= stories v | &/ Y & [/

Parents

@ o )
sprint.

Forecasting

Planning
Drag and drop

Tailwind Trad

® ) off

In Progress Items
Iteration 2 /11/2020
Planned Effort: - @D On 16 working days
W3 04 Completed Child ltems

@ on
Iteration 3 1020 - 6/2/2020

Planned Effort: - = Side Pane 16 working days

s Mapping
~  Planning
=+ New Sprint
off

Figure 2.20 - Displaying the parent items
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7. By dragging the different types of Work Items, you can also easily create different
types of parent-child relationships. For instance, you can drag our newly created
User Story to the Membership signup feature and create a relationship between

them:
Epic v W Loyalty Membership
Feature v W Loyalty points
User Story [} As an admin, | want to generate coupons for customei
User Story [} As a User | want to view my discounts coupons
Epic v W Customer Management
Feature v~ ® Membership signup As a User | want
to edit my user
User Story > [l As a User | want to view my user profile | profile
User Story [} As a User, | want to be able to modify myI &rti S
User Story [ As a user, | want to choose to unsubscribe newsl f§ters
Feature v W Newsletter
User Story [} As a user, | want to be able to update the frequerflly ai
Epic v W Payments
Feature v W Shipping & Delivery
User Story [} As a User, | should be able to select different ping
User Story [} As an admin, | want to set order limit for shipping
v [ Unparented Features
~ [l Unparented Stories
<+ User Story [ As a User | want to edit my user profile .

Figure 2.21 - Creating a parent-child relationship

In this section, we covered the backlog and how to prioritize User Stories, as well as how
to add them to sprints. You can also create a view with a parent-child relationship based
on the different Work Items you have.

In the next section, we are going to look at Boards in more detail.
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Boards

Another way to look at the different Work Items you have is by using boards. Each project
comes with a preconfigured Kanban board that can be used to manage and visualize the
flow of the work.

This board comes with different columns that represent different work stages. Here, you
can get a comprehensive overview of all the work that needs to be done and what the

current status of the Work Items is.

Let's look at Boards in Azure DevOps in more detail:

1. From the left menu, under Boards, select Boards. Here, you will see an overview of
the different Work Items that have been added to cards on the board, as shown in
the following screenshot:

B meiwind Taders + g Tilwind Traders Team &R

ﬂ Overview
! Boards

1 Workitems
i Boards
= Backlogs
(oY

Sprints

= Queries

B repos

o ripelines
A TestPlans
B anifacts

Board  Analytics

New <

‘ @ View as Backlog

Active A5

Resolved 375

[E® Stories E Y &

Closed <

New item L

(00 308 As a User | want to edit my
user profile

State ® New

Profile Impravements

1) 121 As a User, | want to add items
to my shopping cart

State ® Active

244

11 128 As an admin, | want to
generate coupons for customers

State ® Resolved

11 125 As developer, | want to use
Azure Machine Leaming to provide a
recommendations engine behind the
website.

State & New

W] 122 As a User | want to view my
user profile

State ® Active

072

1M 130 As a User | want ta view my
discounts coupons

State ® Resalved

10l 120 As a User | want to view
products from a certain category

State ® Closed

33

18 131 As a user, | want to choose to
unsubscribe newsletters

State ® Resolved

11 126 As a admin, | should be able
o update prices on ad-hoc condition

State & New

110 127 As a user, | want to be able to
update the frequency and type of
newsletters to receive

State ® New

1) 123 As a User | want to view
product details

State ® Active

) 124 As a User, | want to be able to
modify my particulars

State ® Active

11 129 As a User, | want to change
quantity of items in my shopping cart

State @ Closed

mn

(I 132 As a User, | should be able to
select different shipping option

State @ New

Figure 2.22 — Overview of the Tailwind Traders board

100 134 As a user, | want to subscribe
to newsletters

State ® Closed

mn

The Work Items are displayed according to the status of the items. In the New
column, the items that the team has not committed to yet are displayed. Then,
there's items that are currently being picked up by the team. These are displayed in
the Active column.
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There are also Work Items that are being Resolved, which means the development
part has finished but they still need to be tested. Items that have passed these tests
and meet the Definition of done are moved to the Closed column.

2. From here, you can also drag items to different columns, view the items in the
backlog, and make changes to them by clicking on the three (...) at the top-right of
the item, as follows:

E2 Tailwind Traders Team ~ % &

Board  Analytics | @ View as Backlog

|!T§Smriesv E Y @ /'

MNew < Active 4y Resolved 35 Closed <
Mew item £ 18 121 As a User, | want to add iln{ b | I 0] 128 As an admin, | want to [M] 120 As a User | want to view
te my shopping cart for customers products from a certain category
y (._> Open
M) 308 As a User | want to edit my State ® Active {j Resolved State @ Closed
user profile p
o & Edittitle -
State & New £ 20 | 1o v 31
= Move to iteration  » | WO e e my
Profile Improvements
B 122 A5 a User | want to view my 4 Add Task ed (Bl 129 As a User, | want to change
user profile - quantity of items in my shopping cart
+ Add Bug
[ 125 As developer, | want to use State ® Active State ® Closad
Azure Machine Learning to provide a + Add Test I want to choose to
recommendations engine behind letters M
wehbsite. X Delate
Resolved
State ® Now
W0 123 As a User | want to view ¥ New branch.. [M] 134 As a user, | want to subscribe
Y' product details to newsletters
1] 126 As a admin, | should be able 5 .
tate Act State Closed
to update prices on ad-hoc condition ® Active @ Clos
State ® New 7
0 124 As a User, | want to be able to
modify my particulars
1M 127 As a user, | want to be able to State ® Active

update the frequency and type of
newsletters o receive

State ® Mew

Figure 2.23 — Interacting with the board

With that, we have provided an overview of what boards have to offer. In the next section,
we are going to look at sprints in more detail.

Sprints
According to the project template that is chosen, sprints can have a different name. In our

Tailwind Traders project, the Agile project template is being used. This changes the name
to Iterations. However, Azure DevOps treats these the same as Sprints.

Iterations or Sprints are used to divide the work into a specific number of (mostly) weeks.
This is based on the velocity that a team can handle; that is, the rate at which the team is
burning the User Stories.
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Let's look at the Sprint View in Azure DevOps in more detail:

1. From the left menu, under Boards, select Sprints. By default, the backlog view will
be displayed. Here, you will see an overview of the User Stories again, except this
time for the current sprint, as shown in the following screenshot:

W reiwind Traders + , Tailwin Traders Team v % Apri 20 - May 11
work day remaining
Taskboard W Capacity  Analytics ‘+ New Work Item &2 Column Options -+ O, tteration2 v FH Y B

FE order  Title

. ] Planning X
Ll b ol (ot o me e ‘ Drag and drop work items to include them in a sprint.

2 > M As a User | want to view my user profile
3 M As a User | want to edit my user prafile Tailwind Traders Team Backlog
4 (M As a User, | want to be able to modify my particulars
5 (M As a user, | want to be able to update the frequency and typ.. Iteration 2 m 4/20/2020 - 5/11/2020

5 Planned Effort: - 16 working days
6 M As an admin, | want to generate coupons for customers a g

8 E4

7 M As a User | want to view my discounts coupons
8 M As a user, | want to choose to unsubscribe newsletters

i 5/12/2020 - 6/2/2020
. Repos Iteration 3
Planned Effort: - 16 working days
i Pipelines 3

I

‘ Test Plans “+ New Sprint

|. Artifacts

Figure 2.24 — An overview of the current sprint
You can also drag the User Stories to another sprint in here and reprioritize them

if needed.
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2. By dlicking on Taskboard from the top menu, you will see a different view of the
Work Items in the sprint, similar to what happens in Boards. This time, the items

that are in the current sprint are displayed at the backlog task level:

O, Tailwind Traders Team ~ ¥r &

2 Collapse all

4

New

April 20 - May 11

1 work day remaining

Taskboard Backlog Capacity Analytics | + New Work Item - ), Iteration2 ~ & Person: All ~

Active

Resolved

[ 121 As a User, | want to
add items to my shopping carnt

@ Unassigned

State ® Active

E1 91 Shows the total price of
all items

@ Unassigned

State ® New

1 92 Create a new route and
view for cart

@ Unassigned

State ® Active

[ 122 As a User | want to
view my user profile

@ Unassigned

State & Active

i1 89 Route to login screen if
not signed in or upon timeout

@ Unassigned

State & New

L" 308 As a User | wanl lo
edit my user profile

@ Unassigned
State ® New

Profile Improv...

L" 124 As a User, | want to be
able to madify my particulars

@ Unassigned

State ® Active

[ 88 Update DB schema

@ Unassigned

state ® Active

Figure 2.25 - Sprint in a Kanban board

o
=

Y &%

Closed



48

Managing Projects with Azure DevOps Boards

3. From here, you can drag items to different columns, create new Work Items if
needed, and filter through the different sprints:

O, Tailwind Traders Team ~ 1¢ &
Taskboard Backlog Capacity  Analytics | I—I— New Work Iteml aee IQ. Iteration 2 ] & Pperson: All ~
7 Collapse all New Active Resolved
- o
Wl 121 As a User, | want to F1 91 Shows the total price of i 92 Create a new route and
add items to my shopping cart all items view for cart
@ Unassigned @ Unassigned @ Unassigned
State ® Active State ® Mew State ® Active

April 20 - May 11

1 work day remaining

1 122 As a User | want to
view my user profile

89 Route to login screen if
not signed in or upon timeout

Figure 2.26 — Interacting with the Work Items in the sprint

@ Unassigned @ Unassigned
State & Active State & MNew

¥ 88 Update DB schema

@ Unassigned

State ® Active

= ¥ 8 S

Closed

The sprint board is mostly used by the team during daily standups. Items are dragged

to different lanes according to the progress that has been made by the team. The team
also briefly discusses these items and asks for help with executing or creating them when
needed. At the end of the sprint, most of the items will be moved to the Closed column.

In this demonstration, we looked at managing and creating project activities in Azure
Boards. In the next and last section of this chapter, we are going to look at queries in
Azure DevOps.

Queries

You can filter Work Items based on the filter criteria that you provide in Azure DevOps.
This way, you can easily get an overview of all the Work Items that are in a particular type,
state, or have a particular label. This can be done within a project, but also across different

pr

ojects.

To create different queries and search for Work Items, perform the following steps:

1. From the left menu, under Boards, select Queries. Then, from the top menu, select

+ New query:
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B Tilwind Traders +  Queries /

n Overview Favorites  All + New query T Import Work ltems S Filter by keywords e

! Boards Title Folder Last modified by
1 Work items ~ My favorites

B Board Mo favorites yet! Favorite a query W to quickly access it here.
= Boards

= Backlogs

©, Sprints

I% Queries

B Repos

@ ripeiines
& TestPlans
B Acifacts

Figure 2.27 - Creating a new query

2. Next, let's create a query that will be searching for a User Story with the tag Profile
Improvements. On the query screen, select the option shown in the following
screenshot:

Run to see the

Queries » My Queries query results.

Results  Editor  Charts > Run query + New ~  [E Save query D Revert changes &2 column options B Saveitems  eve @
Type of query B Flat hist of work items Query across projects [
Filters for top level work items

And/Or Field* Cperator Value
+X 0O Work ltem Type v = ~ User Story w
+X O and | Tags “  Contains ~  Profile Impravements N

+ Add new dause

Figure 2.28 - Creating a query
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3. 'Then, click on Run query. The result will display the Work Item that we created in
the first step of this section:

5 i 1 work item
Queries > My Queries 3 selocted
Results  Editor  Charts [> Run query -+ New v Save guery 2 Revert changes &2 Column options  +-+ "
Type of query EEFlat list of work items Query across projects @

Filters for top level work items

And/Or Field* Operator Value
+X B Wark Item Type V= ~  User Story
+ X @ |And » lags » ||Contains ~  Profile Improvements

+ Add new dause

D Work Item... Title Assigned To State Tags

208 User Story [l As a User | want to edit my user profile s ® New Profile Improvements

Figure 2.29 - Search result

Important Note

This was a basic example of the search queries that you can create.

For more in-depth information, you can refer to https://docs.
microsoft.com/en-us/azure/devops/project/search/
overview?view=azure-devops.

With that, we have covered the basics of how to run a query to filter Work Items. This
concludes this chapter.

Summary

In this chapter, we covered Azure Boards in more depth. We started by looking at the
different project templates that you can choose from based on the methodology that your
organization embraces. Based on that project template, different Work Items are created
that can be used for planning the project. These Work Items can be added to backlogs and
relationships can be created for a logical view of the project items. They can also be added
to sprints.

In the next chapter, we are going to focus on source code management in Azure DevOps.


https://docs.microsoft.com/en-us/azure/devops/project/search/overview?view=azure-devops
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Further reading

Check out the following links for more information about the topics that were covered in
this chapter:

What is Azure Boards?: https://docs.microsoft.com/en-us/azure/
devops/boards/get-started/what-is-azure-boards?view=azure-
devopsé&tabs=agile-process

Choosing a process: https://docs.microsoft.com/en-us/azure/
devops/boards/work-items/guidance/choose-process

Tracking work with User Stories, Issues, Bugs, Features, and Epics: https://
docs.microsoft.com/en-us/azure/devops/boards/work-items/
about-work-items?view=azure-devopsé&tabs=agile-process

Creating your Product Backlog: https://docs.microsoft.com/
en-us/azure/devops/boards/backlogs/create-your-
backlog?view=azure-devopsé&tabs=agile-process

How workflow states and state categories are used in Backlogs and Boards:
https://docs.microsoft.com/en-us/azure/devops/boards/
work-items/workflow-and-state-categories?view=azure-
devops&tabs=agile-process
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Source Code
and Builds

In this section, Azure builds are covered as well as how to manage your source code in
Azure DevOps.

This section contains the following chapters:

o Chapter 3, Source Code Management with Azure DevOps
o Chapter 4, Understanding Azure DevOps Pipelines

e Chapter 5, Running Quality Tests in a Build Pipeline

o Chapter 6, Hosting Your Own Azure Pipeline Agent
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Source Control
Management with
Azure DevOps

Source control management (SCM) is a vital part of every company that develops
software professionally, but also for every developer that wants to have a safe way to store
and manage their code.

When working in teams, it's absolutely necessary to have a safe central repository where
all your code is stored. It's also necessary to have a system that guarantees that the code
is safely shared between developers and that every modification is inspected and merged
without raising conflicts.

In this chapter, we'll learn how Azure DevOps can help with managing source code
professionally and securely. In this chapter, we'll cover the following topics:

Understanding source control management
Branching strategies overview
Handling source control with Azure DevOps and Repos

How to work with commits, pushes, and branches
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» Working with pull requests
« Handling a pull request

« How to tag a particular code release

By the end of this chapter, you will have learned about all the concepts you can use to
apply SCM techniques to your team using Azure DevOps.

Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization and Visual
Studio or Visual Studio Code installed on your development machine.

Understanding SCM

Source control (or version control) is a software practice used to track and manage
changes in source code. This is an extremely important practice because it permits to
maintain a single source of code across different developers and helps with collaborating
on a single software project (where different developers works on the same code base).

SCM is an essential practice in any DevOps process. To adopt a source control policy, you
should do the following:

o Select a source control management system to adopt (for example, install Git on a
server or use a cloud-based SCM such as Azure DevOps Repos or GitHub)

« Store your code base in a repository managed by your source control
management system

« Clone the repository locally for development by taking the latest code version (pull)
stored in the central repository

o Commit and push your released code to the central repository

« Use different copies of the repository for developing in a parallel way (branches)

An SCM flow can be seen in the following diagram:
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Central
Repository
— R
Pull Push

Developer A ;_‘_ ‘d_:/ Developer B (_h__ .

Developer Developer

Repository Repository

A B

— __~ S s

Commit “—f—" — _

Figure 3.1 - Source control management flow

Git is absolutely one of the most popular SCM systems on the market. Git was created in
2005 by Linus Torvalds to aid in Linux kernel development. Git is free, open source, and
entirely file-based, so no additional software is required to handle SCM except the Git
engine itself.

Git has a workflow that can be summarized as follows (and that can be represented using
the previous diagram):

1. You create a repository for your project on your Git hosting system.

2. You copy (or clone) the repository to your local development machine.

3. You create a new file in your local repository and then you save the changes locally
(stage and commit).

4. You push the changes to the remote repository (push).

5. You pull the changes from the remote repository to the local one (to align your code
with the remote repository if other developers have made modifications).

6. You merge the changes with your local repository.
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When using Git as an SCM system, you need to memorize some key concepts:

Snapshots are the way Git keeps track of your code history. A snapshot essentially
records what all your files look like at a given point in time. You decide when to take
a snapshot and of what files.

Commit is the act of creating a snapshot. In a project, you create different commits.
A commit contains three sets of information:

-- Details on how the files has changed from the previous version
-- A reference to the parent commit (previously occurred commit)

-- A hash code name

Repositories are collections of all the necessary files and their history. A repository
can be on a local machine or on a remote server.

Cloning is the act of copying a repository from a remote server.

Pulling is the process of downloading commits that don't exist on your machine
from a remote repository.

Pushing is the process of adding your local changes to a remote repository.

Branches are "versions” of your code base. All commits in Git live in a branch
and you can have different branches. The main branch in a project is known as
the master.

A Git flow is composed of the following actions:
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Working Staging Local Remote
Directory Area repository repository

o 2

git checkout

git merge

Figure 3.2 - Git flow

Let's look at how a commit flow occurs with Git. To create a commit on Git, you make
some changes to your files and then you use the git add command to put these files into
the staging environment. After that, you use the git commit command to create a new
commit. This flow can be represented as follows:

f working directory

git add

.

git commit

repository Q

Figure 3.3 — Git commit
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As an example, these are some Git commands you can use to activate the previously
described SCM process:

1. Clone a remote repository locally:

git clone https://github.com/user/yourRemoteRepo.git
2. Work on your project.
3. Save your work locally:

git add .

git commit -m "my commit message"

4. Check if there are any updates from the remote server:
git pull

5. Save your work to the remote server:
git push

To work with branches, follow these steps:

1. Create a new branch and switch to it:
git checkout -b "branchl™"

2. Work on the new features.

3. Save your work locally:

git add .

git commit -m "update from branchl"
4. Save your work to the remote server:
git push
5. Switch to the branch where you want to merge your work:

git checkout master

6. Merge branchl into the master branch and save it to the remote server:

git merge branchl
git push
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Once you've mastered these commands, you'll be ready to start using Git. In the next
section, we'll provides an overview of branches and the possible branching strategies you
can use.

Exploring branching strategies

A branch is a version of your code stored in an SCM system. When using SCM with Git,
choosing the best branching strategy to adopt for your team is crucial because it helps you
have a reliable code base and fast delivery.

With SCM, if you're not using branching, you always have a single version of your code
(master branch) and you always commit to this branch:

Master O DO bo—bo

Figure 3.4 — One flow

This "one flow" way of work is not recommended because it cannot guarantee that the
master branch is stable, especially if you have more than one developer working on the
same code.

There are different branching workflows (strategies) that you can adopt for your team, and
the recommendation that normally I suggest is to start simple. With Git, there are three
main branching strategies that you can adopt:

o GitHub Flow
o GitLab Flow
o Git Flow

In the following sections, we'll explore each of these strategies.

GitHub Flow

GitHub Flow is one of the most widely used branching strategies and is quite simple
to adopt.
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According to this workflow, you start from a master branch (which always contains
the deployable code). When you start developing a new feature, you create a new
branch and you commit regularly to this new branch. When the development work
has been completed, you create a pull request to merge the secondary branch with the
master branch:

Bugfix

Master O DO

Feature

Figure 3.5 - GitHub Flow

This workflow is simple to adopt and good if you need to maintain a single version of your
code in production. The only disadvantages are that you need to carefully check what you
commit to the master branch. This is not recommended if you need to have multiple
versions of your application in production.

GitLab Flow

GitLab Flow is another popular branching strategy that's widely used, especially when
you need to support multiple environments (such as production, staging, development,
and so on) in your SCM process. The following diagram represents this flow:

Feature

Figure 3.6 - GitLab Flow
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According to this workflow, you should have at least three branches:

« Master: This is everyone's local version of the code.

o Staging: This is the branch where the master branch is branched into for
testing purposes.

» Production: This is the released production code (where staging is merged).

This is useful if you want to maintain a stable production release, work separately on new
features that can be moved to a testing environment (in order to be tested), and then
merge that environment into the production release when testing has been completed.

Git Flow

Git Flow is a workflow that's used when you have a scheduled release cycle. The following
diagram represents this flow:

feature

develop
release-bugfix

release-2.1

release-2.2

master

»O

Figure 3.7 - Git Flow

»O

According to this workflow, you have a master branch and a develop branch that are
always live, and then some other branches that are not always live (can be deleted). The
master branch contains the released code, while the develop branch contains the code
that you're working on.
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Every time you add a new feature to your code base, you create a feature branch, starting
from the develop branch, and then you merge the feature branch into develop when the
implementation is finished. Here, you never merge into the master branch.

When you need to release a set of features, you create a release branch, starting from the
develop branch. Code in the release branch must be tested (maybe with bug fixes merged
in) and then when you're ready to release the code, you merge the release branch into the
master branch and then into the develop branch.

If a serious bug occurs in production, this flow says that you can create a fix branch from
the master, fix the bug, and then merge this branch into master again directly. You can
also merge it into the release branch if it's present, or into develop otherwise. If you have
merged the code into the release branch, the develop branch will have the fix when you
merge the release branch.

Handling source control with Azure DevOps

Azure DevOps supports the following source control management types:

o Git: This is a distributed version control system and is the default version control
provider in Azure DevOps when you create a new project.

o Team Foundation Version Control (TFVC): This is a centralized version control
system where developers have only one version of a file locally, data is stored on a
server, and branches are created on the server (path-based).

The first step when working with Azure DevOps is to create a new project inside your
organization. When you create a new project with Azure DevOps, you're prompted to
choose the version control system you want to use (shown in the red box in the following
screenshot):
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Create new project X

Project name *

Description
Visibility
) Olpa @
Public ® Private
Anyone on the internet can Only people you give
view the project. Certain access to will be able to
features like TFVC are not view this project.
supported.

Public projects are disabled for your organization. You can turn on public visibility with
organization policies.

/N Advanced
Version control @ Work item process @
Git v ‘ ‘ Agile v

Git

Team Foundation Version Control

Figure 3.8 — Create new project

By clicking the OK button, the new project will be created in your Azure DevOps
organization.
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Once the project has been provisioned, you can manage your repositories by going to the
Repos hub on the left bar in Azure DevOps (see the following screenshot). This is where
your files will be stored and where you can start creating repositories and managing
branches, pull requests, and so on:

ﬂ Overview
a Boards

' Repos

[ Files

¢  Commits

®,  Pushes

§-° Branches
Tags

I3 Pull requests

f Pipelines
A Test Plans
! Artifacts

Figure 3.9 — Repos
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Starting from Repos, every developer can clone a repository locally and work directly
from Visual Studio or Visual Studio Code while being connected to Azure DevOps in

order to push code modifications, pull and create branches, make commits, and start pull
requests.

When you start a new project from scratch, Azure DevOps creates an empty repository
for you. You can load your code into this repository manually (via upload) or you can
clone from a remote repository (for example, GitHub) to Azure DevOps.

In a single project, you can create different repositories and each can have its own set of
permissions, branches, and commits. To create a new repository, just select the Repos hub
and click on New repository, as shown in the following screenshot:

demiliani MyHealthClinic Repos Files ¢ MyHealthClinic v

¥ MyHealthClini i |2 Filter repositories
yHea Inic

¢ MyHealthClinic

b vscode File
> ARM templates Con | T New repository
> BuildScripts T Import repository

M - Manage repositories
> sre G

Figure 3.10 - New repository

A repository can be renamed or deleted easily from Azure DevOps.

In this section, we learned how to create a new project in Azure DevOps and how to
create code repositories for your project.

In the next section, we'll learn how to manage a complete source code management flow
with Azure DevOps, from cloning a remote repository to committing code on it.
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Cloning a remote repository

To show you how to work with a code repository in Azure DevOps, I will start from a
project where I have my web application source code stored in a Git repository in Azure
DevOps. The following screenshot shows the code hosted remotely in the master branch:
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> . Wiki
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D) howtthsinicdt dacpac
[ weense
[ MHC_AsPNetCoresin
L3 MHC LowdTestingsin
B MHC_Packagedanagerment sin
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[ nugetexe

M reasderve med
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Contents  History
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Figure 3.11 — Master branch

Every developer that must work with this code has to clone this repository locally. To do
that, you can click on the Clone button, as shown in the following screenshot:

demilian

& MyHealthClinic

2 Bm ARM templates

~

B BuildScripts

> Bmsrc

LV

M test

£

B Wiki
D gitignore

[ healthelinic.sql

MyHealthClinic

Repos Files
¥ master
Files

Contents

Name T

B ARM templates

B8 BuildScripts

B src

History

© MyHealthClinic

B/ Type to find a file or folder..

Last change
9gen
4 mag 2017

9gen

£ search = i @ R @

o [

Commits
7c929dc4 Updated azuredeploy jsonfksha..
28bE6eE2 Initial CommitChristina Kelly

eeldd178 adding contentikshay H

Figure 3.12 - Cloning the repository
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From here, you'll see a window that shows you the clone repository's URL. You can clone
this repository by using the git clone <Repository URL> command or directly in
Visual Studio or Visual Studio Code by using one of the options shown in the following

screenshot:

Clone Repository X

Command line

HTTPS SSH https://demiliani@dev.azure.com/demilia m

Generate Git Credentials

IDE

I CloneinVS Code & ™

Android Studio

Git? Be sure to get the latest version

. IntelliJ, Eclipse, Android Studio or
Clion P

DataGrip
Eclipse
IntelliJ IDEA
PhpStorm
PyCharm
RubyMine

Tower

Visual Studio

VS Code

WebStorm

Figure 3.13 - Cloning options

Here, I'm cloning the project to Visual Studio Code. Azure DevOps prompts me to select
a folder where I will save the project (local folder on your development machine), then
opens Visual Studio Code and starts cloning the remote repository:

@ Cloning git repository £
‘https://demiliani@dev.azure.com/demiliani/MyHealthClinic/_git/My

HealthClinic'...

Source: Git (Extension)

Figure 3.14 - Cloning in Visual Studio Code
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In Visual Studio Code, you can also clone a repository by going to the Command Palette
(Ctrl + Shift + P), selecting the Git : Clone command, and then pasting the repository
URL into the URL window that will be prompted to you:

| File Edit Selection View Go Run Terminal Help

! Welco ® >git]

Git: Clone
Git: Initialize Reposito

Figure 3.15 - The Git:Clone command

Once the cloning process has finished, you will have a local copy of the master branch of
the remote repository in the selected folder:

MyHealth... » v O £ Cerca in MyHealthClinic

Nome

git
ARM templates
BuildScripts
src
test
Wiki
= .gitignore
3 healthclinic.sql
|| healthclinicdb.dacpac
| | LICENSE
fa3 MHC_ASPNetCore:sin
EH MHC_LoadTesting.sln
R MHC_PackageManagement.sin
il mhc-dashboard.png
NuGet.config
] nuget.exe
@ readme.md

Figure 3.16 — Local copy of the remote repository
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In order to work with remote repositories on Azure DevOps with Visual Studio Code
more efficiently, I recommend that you install an extension (from the Visual Studio Code
Marketplace) called Azure Repos:

Azure Repos st ean

g

Figure 3.17 — Azure Repos extension

Once Azure Repos has been installed, if you go to the Command Palette and search for
the word teams, you will see a new set of available commands to interact with in Azure
DevOps, as follows:

Signin recently used

Create Pull Request
Associate Work Items
Create Bug other commands
Create Task

Create Work Item

Send Feedback

Signout

View Blame

View Build Summary
View History

View Pull Requests
View Website

View Work Item Queries

View Work ltems

Figure 3.18 — Azure Repos commands

We'll use some of these commands later in this chapter.

In the next section, we'll learn how to import a GitHub repository into Azure DevOps.
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Importing a GitHub repository into Azure DevOps

With Azure DevOps, you can also import a GitHub repository inside Repos. If you select

an empty repository that you've created in an Azure DevOps project, you'll have the
option to import a repository, as shown in the following screenshot:

demilian MyHealthClinic Repos Files & TestApp v £ search

TestApp is empty. Add some code!

Clone to your computer

SSH | httpsi//demilianiBdev.azure.com/demiliani/MyHealthClinic/_gitTest = [ OR [ Clonein VS Code

Generate Git Credentials

@ Having problems authenticating in Git? Be sure to get the latest version Git for Windows or our plugins for Intelll, Eclipse, Android Studio or Windows command line.

Push an existing repository from command line

HTTPS )

git remote add origin “ My
https:// i . AZUFE.C iani/MyHealthClinic/_git/TestApp =

Import a repository

Import

Figure 1.19 — Import a repository

Here, you can select the GitHub repository to import (by entering the source type and the

GitHub repository's cloning URL):

Import a Git repository X
Repository type

¢ Git ~
Clone URL *

https://github.com/demiliani/afzipdeployment.git

Figure 1.20 — Import a Git repository

() Requires Authentication
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When you click the Import button, the remote GitHub repository import process will
start and you will see an image showing its progress:

On its way!

| ®

o —=D-

Processing request

Importing https://github.com/demiliani/afzipdeployment.git

We'll send you a notification when it's ready. For now, you can work on some
other project or just take a moment to sit back, relax and enjoy your day.

Figure 3.21 - Processing the import repository request

Once the import process has finished, you'll have the code available in Azure Repos.
Please remember that when importing a repository from GitHub, the history and revision
information is also imported into Azure DevOps for complete traceability:
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This repository contains a Powershell script {Azure CLI) for deploying Azure Functions quickly by using Zip Deployment. Link
for mare i here: (https: quick-way-to-deploy-y functions-in-the-cloud/ )
#* master
Commits ¥ kon commitip »
Graph Cammit Pull Request Statuy
Update README rd
bace1ba? ) Stgtanc Demiliani Mar 26 at 404 PM
Add files via upload
bet3a758 ) Stefanc Demiliani Mar 26 st 3:59 PM
Update README.md
satbsera ¥ Stefanc Demilisni Mar 26 ot 3:58 PM

Initial eommit
sfassdat 3 Stefanc Demilisni Mar 26 at 3:56 PM

Figure 3.22 - History of the imported repository
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Working with commits, pushes, and branches

Once you've cloned the remote repository to your local Git repository, you can start
coding (create new files or modify new files).

Every time you create or change a file, Git records the changes in the local repository.
You'll see the Visual Studio Code source control icon start signaling that a file has been
modified. In the following screenshot, for example, I've added a comment to a file in my
project. After saving this file, the Git engine says that I have an uncommitted file:

File Edit Selection View Go Run Terminal Help oller.cs - MyHealthClinic - Visual Studic Code

M ntroller.cs X

@

Lth.API.

e{Duration &, NoStore true, VaryByHeader
controller]®)]

MedicinesController : Controller

v _MedicinesRepository

MedicinesRepository = medicinesRepository;

Figure 3.23 — Uncommitted file alert

If you click on the Source Control icon in the left bar, you will see the uncommitted
file. From here, you can select the changes that you want to commit and stage them.
Every commit is done locally. You can stage a modification by clicking the + icon and
then perform a commit of all your staged files by clicking the Commit button in the top
toolbar. Every commit must have a message that explains the reason for this commit:
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File Edit Selection View Go Run Terminal

SOURCECONTR.. E v @ O

First commiﬂ

v CHANGES
MedicinesController.cs src\MyH... 19 2 + ™

Figure 3.24 — Commit message

Now, the files are locally committed into your local master branch (although it's
not recommended to do this, as explained later). To sync these modifications to the
online repository in Azure DevOps, you can click the Synchronize Changes button
on the bottom bar in Visual Studio Code (this visually indicates that you have some
modifications that must be pushed online), as highlighted in red in the following
screenshot:

I° master <3012t Team® <1 ®0A0®3 § Stefano

Figure 3.25 - Modifications to be pushed online

Alternatively, you can select the Git : push command from the command bar,
as follows:

File Edit Selection View Go Run Terminal Help

SOURCE CONTR... EEE MedicinesController.cs X

Pull

~ CHANGES Pull (Rebase)
Pull from...
Push
Push to...

Sync

Figure 3.26 — The Git:Push command
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Now, all the code modifications have been pushed online to the master branch. If you go
to Azure DevOps in the Repos hub and select the Commits menu, you will see the history
of every commit for the selected branch:

G Azure DevOps demiliani / MyHealthClinic / Repos / Commits / 4 MyHealthClinic v
B myHeatthclinic + ¥ master v
Commits
I Qverview
h .
% e Grapl Commit
® First commit
n Repos 27439428 €Y Stefano Demiliani Today at 17:39
[ Files * first clone
1fsc1ee1 ) Stefano Demiliani Today at 17:30
¢ Commits * adding content
ee1dd176 ) Akshay H 9 gen at 12:31
@, Pushes ?
Updated package.json
¥ Branches ¢ absbesas ) Akshay H 9 gen at 11:36
& Tags * Updated azuredeploy.json
7ca20dca ) Akshay H 9 gen at 11:35
11 pull requests .
* Updated package.json
o sa15d268 €Y Nagaraj B 13 ago 2018 at 07:04
* Pipelines
Updated Readme.md
‘ Test Plans T sb2c7az? ) Nagaraj B 3 mag 2018 at 16:10

Figure 3.27 - Commit history

In this way, we're directly working on the master branch. This is not how you work in

a real team of developers because if every developer commits directly to the master
branch, you cannot guarantee that this branch will be always stable. The best way to work
is by using the previously explained GitHub Flow. So, you should create a new branch,
work on this newly created branch, and only when the work is finished should you create
apull request to merge your branch to the master branch.
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You can create a new branch in Azure DevOps or directly from Visual Studio Code. To
create a new branch, follow these steps:

1. From Azure DevOps, select Branches and then click on New branch:

) Azure DevOps Repos granches /@ MyHealthClinic £ search = B i) Fa @
B myHeatthciinic +
Branches
B ovenview Mine Al Stals 7 Search branch nama
B soards
Branch Commit Author Authored .. Behind | Ahead Status Pull Requ...

. Bspos ¥ AddingContactus 9243c578 0 o 4mag 2., |zl_z Ii

¥ CopyrightUpdate befsezbs €3 Chri.  4mag2. 2|1 119

¥ master  Defaun 27439428 ) Stef..  26mago *

Figure 3.28 — New branch

2. 'Then, provide a branch name. You need to select the branch that your new branch
will be created from, as shown in the following screenshot:

Create a branch

Name *

Based on

2—9 master v

Cancel Create

Figure 3.29 - Create a branch
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To create a new branch directly from Visual Studio Code, just click on the branch
name on the bottom bar and select Create new branch...:

Terminal Help

mente ‘Microsoft.Extensions.SecretManager.Tools® 4 ora
ioni sulla risoluzi guesto avviso, wvedere t| i
ning Azure

earning

roning

Figure 3.30 - Create new branch... option in Visual Studio Code
3. Now, select the name for the new branch (here, it's called development):
] File Edit Selection View Go Run Terminal Help MedicinesController.cs - MyHealthClinic - Visual Studio Code

SOUR. B . | development

Please provide a new branch name (Press ‘Enter’ to confirm or ‘Escape’ to cancel)

Figure 1.31 - Assigning a branch name
With that, the branch will be created in your local repository and Visual Studio
Code will automatically start working on it:

Terminal  Help

s OPEM EDITORS

* Medici

trolier.cs

» QUTLINE
> AL DUTLINE
DOCKER CONTAINERS
» DOCKER IMAGES
AZURE CONTAINER REGISTRY
DOCKER HUB
SUGGESTED DOCKER HUB IMAGES
> TODOS
ATURE 10T HUB

ment Tea 1 £ = Live . raph B M

Figure 3.32 - Working on the new branch
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Now, you can work on your code (maybe for developing a new set of features) and
make commits on this new branch without affecting the master branch (it will
continue to have the actually released version of your code base).

As an example, here, I have added a new modification to the
MedicineController.cs file. I can stage and commit the modification on the
development branch locally:

MedicinesController.

new development commit

~ CHANGES 2T 1

MedicinesContro tage All !

Duration @, NoStore true, VaryByHeader
ntroller]”})]

er{MedicinesR

_MedicinesRepository = medicinesRepository;

1d}"}]

ic Task

SOLE

Figure 3.33 - Staging changes
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5. 'Then, I can push these modifications to the remote repository on Azure DevOps.
When pushed online, if this is the first time the development branch is being
created, you will receive a message that looks as follows:

MedicinesControllercs X

~ CHANGES

|  The branch ‘development’ has no upstream branch. Would you like to publish this branch?

Figure 3.34 — Automatic branch creation and publishing
6. When finished, the development branch will be created on the remote repository

and your code will be pushed online:

B wyHeathcinic -+

ﬂ Overview Mine All  Stale ' Search branch name
! Hoards
(0 You updated ¥ development 42m ago Create a pull request X

n Repos

a Files Branch Commit Author Authored .. Behind | Ahead Status Pull Requ...

¢ Commits P AddingContactlls  924ac578 (¥ chri.  4mag2.. 122 118

id |

L P CopyrightUpdate  b6fse2bs €3 Chri.. 4 mag 2. 2|1 1119

P | ¥ development 69bebc3n | ) stef..  45mago O:_l

& Tags 1 master | Defouk 27439428 ) Stef..  Yesterday *
11 pun requests

Figure 3.35 - Branch created on the remote repository

7. Ifyou go to the Commits section in the Repos hub in Azure DevOps, you will see
the history of your commits. By selecting a specific commit, you can view the file
changes that were made (by comparing the previous version to the current version
after the specific commit):
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) Azure Devops

B myealthctin: -+
B overiew

B oo

B Ropos

By Files

& Pushes
B Branches
< Tags

11 Pull requests

Repas | Commits | 4 MyeathCiinic +

¢ 69be6c36 l'g{ new development commit I'E]

) Stefano Demiliani 4/2/2020 715 AM  * dovelopment

Diff 1o Parent 1 - 27439428« [ .

Showenyg 1 e ch e 1edd
£ Find a fite or folder 11 Ble charg i
B fsec/MyHealth AP Controllers

< MedicinesController.cs

using Systen.Ling;

9 [fAdded coment here

{

Figure 3.36 — Details of a

Ll Sbomicrrisbiid

namespace HyHealth. APT, Co

P Sea = 0 By @
D Brawse files Search in branches
B0 Sice-by-sice diff = B
1
using System.Ling;
{/ndded comment here
10 & [fSecond comsent
mtrallers 1 naseapace MyHealth.APT.Controllers
i
commit

This action can also be done directly from Visual Studio Code with the Azure
Repos extension by using the Team:View History command:

File

Edit Selection View Go

SOR. E v & O #

v CHANGES

Run

Terminal Help

>team:view{

Team: View History

Team: View Blame

Team: View Build Summary
Team: View Pull Requests
Team: View Website

Team: View Work ltem Queries

Team: View Work ltems

Figure 3.37 — The Team:View History command from Visual Studio Code
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A branch can be deleted (manually or automatically after a pull request), restored from
accidental deletion, and also be locked (in order to be placed in a read-only state or

to avoid new commits on this branch affecting a merging that is in place). To lock a
particular branch, just select the branch from Azure DevOps and then, from the menu,
select the Lock option:

sances

Mine All  Stale 57 Search branch name
@ You updated ¥ development 1h aga Create a pull request X
Branch Commit Austhor Authored Date Behind | Ahead Status Pull Request
¥ AddingContactUs 9242¢579 ) chistina k.. 4 mag 2017 12 [3 1118
¥ CopyrightUpdate béf5eibs ) Chrstina K. 4 mag 2017 ﬁL‘ e
Iv development EobeGelE ) Stefano De.. Thago nl_|
§7 master Defmiht  Compare 27439428 ) Stefano De...  Yesterday * | i
+ Mew branch
13 New pull request
[ Delete branch
By View files

D View history
B Compare branches

Tl Set az compare branch

8 Branch pelicies

O Branch security

Figure 3.38 - Locking a branch

To unlock a locked branch, just select the Unlock action. It's important to note that
locking a branch does not prevent cloning or fetching this branch locally.

Protecting branches with policies

When working with different developers and when using branches, it is extremely
important to protect the critical branches you have in your repository (such as the
master branch) with rules that can guarantee that the branch will always be in a
healthy state.

For this scope, Azure DevOps permits you to specify a set of policies for your
critical branches.
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Branch policies in Azure DevOps permit you to do the following:

o Limit the contributors to a specific branch

« Specify who can create branches

« Specity a set of naming conventions for branches

 Automatically include code reviewers for every code change in the branch
« Enforce the use of pull requests

« Start a build pipeline before committing the code to the branch

To specity the branch policies for a particular branch, go to the Branch section in Azure
DevOps, select your branch, and then select the Branch policies menu:

Repos / Branches / € MyHealthClinic v P Search = c @ A, @

+ New branch
Branches I

o
34 New pull request

Mine All Stale @ Delete branch

B View files
@ You updated ¥ development Th ago
©  View history

08 Compare branches

Branch Commit Author Authored .. Behind | Ahead .
Ll Set as compare branch
¥ AddingContactUs 924ac579 ) chri... 4 mag 2... 12 Ij
8 Lock
i* CopyrightUpdate b&f5e2b5 ) chri... 4 mag 2... 12 I_I 8 Branch policies
7 development 63be6c36 ) stef... 2h ago Ol_i O Branch security
¥ master  Default 27439428 ) stef.. Yesterday b H

Figure 3.39 - Branch policies

Here, you have a set of options that you can set to control your selected branch. We'll look
at each of these options in detail in the following sections.
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Require a minimum number of reviewers

This option allows you to specify the number of reviewers that can approve a code
modification. If any reviewer rejects the code changes, the modifications are not approved,
and the code changes are discarded. If you select Allow completion even if some
reviewers vote to wait or reject, then the pull request can be completed. The Requestors
can approve their own changes option enables the creator of a pull request to approve its
own code changes:

Require a minimum number of reviewers
Require approval from a specified number of reviewers on pull requests.

Minimum number of reviewers | 2

() Allow requestors to approve their own changes
() Allow completion even if some reviewers vote to wait or reject

() Reset code reviewer votes when there are new changes

Figure 3.40 — Require a minimum number of reviewers option

Check for linked work items

This option allows you to require the associations of work items to a specific pull request
for the complete traceability of activities and tasks. This is useful if you're using the project
planning features (as shown in Chapter 2, Managing Projects with Azure DevOps Boards,
of this book):

Check for linked work items

Encourage traceability by checking for linked work items on pull requests.

Policy requirement

@ Required

Block pull requests from being completed unless they have at least one linked work item.

O Optional

Warn if there are no linked work items, but allow pull requests to be completed.

Figure 3.41 - Check for linked work items option

Check for comment resolution

This option allows you to specify a rule where all comments must be resolved so that the
pull request can be performed:
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Check for comment resolution
Check to see that all comments have been resolved on pull requests.

Policy requirement

@ Required

Block pull requests from being completed while any comments are active.

O Optional

Warn if any comments are active, but allow pull requests to be completed.

Figure 3.42 — Check for comment resolution option

Limit merge types

This option allows you to enforce a branch strategy when a pull request is completed. The
available options are as follows:

 Basic merge (no fast-forward): This option merges the commit history of the
source branch and creates a merge commit in the target branch. The complete
non-linear history of commits that occurs during development is preserved.

+ Squash merge: This creates a single commit in the target branch by compressing the
source branch commits (linear history).

« Rebase and fast-forward: A rebase allows the integration of a pull request branch
into the master branch. Each commit on the pull request is merged into the target
branch individually (linear history).

» Rebase with merge commit: This creates a semi-linear history by replacing the
source branch commits in the target branch and then creating a merge commit.

All these options can be seen in the following screenshot:

Limit merge types
Control branch history by limiting the available types of merge when pull requests are completed.

Allowed merge types:

Basic merge (no fast-forward)
Preserves nonlinear history exactly as it happened during development.

Squash merge

Creates a linear history by condensing the source branch commits into a single new commit on the target branch.

® Rebase and fast-forward

Creates a linear history by replaying the source branch commits onto the target without a merge commit.

@ Rebase with merge commit
Creates a semi-linear history by replaying the source branch commits onto the target and then creating a merge commit.

Figure 3.43 — Limit merge types option
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Build validation

This section allows you to specify a set of rules for building your code before the pull
request can be completed (useful for catching problems early). Upon clicking Add build
policy, a new panel appears:

Add build policy X

Build pipeline *
I e

Path filter (optional) @

[ Na filter set |

Trigger
@ Automatic (whenever the source branch is updated)

O Manual

Policy requirement

@ Reguired

Build must succeed in order ta complete pull requests,

O Optional

Build failure will not block completion of pull requests.

Build expiration
(} Immediately when I master is updated
@ Aftar hours if 8 master has been updatad

O Mever -

Save Cancel

Figure 3.44 - Add build policy

Here, you can specify what build pipeline definition you wish to apply and if it must be
triggered automatically when the branch is updated or manually. We'll talk about build
pipelines in detail in Chapter 4, Understanding Azure DevOps Pipelines.
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Require approval from additional services

This option allows you to connect external services (via Azure DevOps pull request APIs)
in order to participate in the pull request flow:

Add status policy X

Status policies are passing when a “succeeded” status is posted to
the pull request.

Status to check (D *

[ v

Policy requirement

@ Required

A status of “succeeded” is needed to complete pull requests.

O Optional
A status of “failed” will not block completion of pull requests,

#~ Advanced

Authorized organization
@ Any identity can post this status
O Cnly the following identity can post this status

Search users

Reset conditions (D)
(7] Reset status whenever there are new changes -

Figure 3.45 — Add status policy
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Automatically include code reviewers

This policy allows you to include specific users or groups in the code review process:

Automatically include reviewers X

Include the following reviewer(s) *

Search users and groups

Policy requirement

O Optional
@ Required

For pull requests affecting these folders (@

Na filter set

Leave blank to include the specified reviewers on all new pull requests

Completion options
B Allow requestors to approve their own changes

Activity feed message

Message will appear in the activity feed of pull requests with automatically added
reviewers

Figure 3.46 — Add automatic reviewers

Cross-repo policies
Instead of defining a policy for each branch you create manually, Azure DevOps allows

you to define cross-repository policies (which will be automatically applied to all the
branches that you create for your project).

To define a policy that will be valid for each repository you'll create, you need to go
to Project settings and then select Cross-repo policies, as shown in the following
screenshot:
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W)

B>4DPAD + B

Overview
Teams
Permissions
Notifications
Service hooks

Dashboards

Boards

Project configuration
Team configuration

GitHub connections

Repos

Repositories

Cross-repo policies

Pipelines

Figure 3.47 - Cross-repo policies

From here, you can add a branch protection policy and select one of these options:

« Protect the default branch of each repository (for example, the master branch of

each repo).

+ Protect current and future branches matching a specified pattern. Here, you
can define a pattern for filtering branches and the policy will be applied to all the
branches that apply to this pattern.
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As an example, if you want to define a policy that will be automatically applied to all the
branches you create for your project, do the following:

Add branch protection X

Branches to protect

(O Protect the default branch of each repository

@ Protect current and future branches matching a specified pattern

T

Example patterns: “master”, “releases/*”,
Matches 1 branch in 1 repo

£ master
D365BCHelloWorldDevOps

Figure 3.48 — Add branch protection

As you can see, here, we have selected the * key as a pattern to identify all the branches in
our project.

Working with pull requests

Pull requests allow you to notify your team members that a new implementation has
been completed and must be merged with a specified branch. By using pull requests,
members of your team can review your code (by stepping through files and see the
modifications that a particular commit introduces), provide review comments on minor
issues, and approve or reject those modifications. This is the recommended practice to use
when using source control management with Azure DevOps.

You can view the incoming pull requests for a specific repository on Azure DevOps
by selecting the Pull requests menu from the Repos hub, as shown in the following
screenshot:
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c,l Azure DevOps

' MyHealthClinic -+

ﬂ Overview
! Beards

* Pipelines
‘ Test Plans

@ Project settings

«

/ Repos / Pullrequests / 4 MyHealthClinic v

Pull requests

Mine Active Completed Abandoned

(@ You updated ¥ development 7h ago

Created by me (2)

(5]
9

Copyright Information is updated to latest
Stefano Demiliani request 819 into 3 saster

Added Contact Us Tab to homepage

Stefano Demiliani request #18 into ¥ master

Assigned to me (2)

2
(5]

Copyright Information is updated to latest

Stefano Demiliani request #19 into ¥ saster

Added Contact Us Tab to homepage

Stefana Demiliani request #18 into 3 saster

£ Search

Figure 3.49 - Pull requests view

= a o A @

Y

Create a pull request <

Updated Yesterday

Updated Yesterday

Updated Yesterday

Updated Yesterday

You can also filter this list to view only your pull requests or only the Active, Completed,
or Abandoned pull requests.

A pull request can be created in different ways, as follows:

« Manually from the Azure DevOps pull request page

o From a work item linked to a branch (the Development tab)

« When you push an update to a feature branch

« From Visual Studio Code or Visual Studio directly

o From the Azure DevOps Services CLI

In the following sections, we'll learn how to start pull requests in each of these situations.
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Creating a pull request from the Azure DevOps pull
request page

You can create a new pull request directly from the Azure DevOps Pull requests menu (in
the Repos hub). From here, just click on the New pull request button:

i
=
@

CI Azure DevOps ¢ 4 D365BCHelloWorldDevOps v L Search

. @
D365BCHelloWorldDe...  +
s

ﬂ Overview Mine Active Completed Abandoned Y

% Boards

B Repos
[} Files .

Commits
pues 2 e

Branches

b=

Currently, no pull requests need your
s attention

Pull requests
Iz‘:I req Pull requests allow you to review code and help ensure quality before

. merge. Learn more
’ Pipelines

New pull request
A Test Plans

Q % [

Figure 3.50 — New pull request

You can now enter details about the pull request you wish to create (we'll look at this later
in this chapter).

Creating a pull request from a work item

From the Backlogs view of your team's work items, you can select a work item with
a linked branch (a work item with a commit associated with a branch), go to the
Development area of the selected work item, and create a Create pull request action:
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Bl NEW TASK * N

Implementing the Patient Check routine

e Stefano Demiliani ¥ 0 comments  Add tag
Statg ® To Do Area MyHealthClinic :
Reason New task Iteration  MyHealthClinic L) &2 ]
Description A A Details Deployment
Priority
To track releases associated with
2 this work item, go to Releases
Remaining Work ' and turmn on deployment status
L reporting for Boards in your
pipeline’s Options menu. Leam
B I U = i=%v Av @ +& - ab - Activity more
. . Development
Discussion Blocked P

+ Add link
Add a comment. Use # to link a work item, ! to link a pull request, or @

to mention a person. ¥ 1) development

Latest commit & hours ago
| Create a pull request |

Related Work

Figure 3.51 - Creating a pull request from a work item

Creating a pull request after pushing a branch

When you commit code to a development (secondary) branch to Azure DevOps, you're
automatically prompted to create a pull request (you can see this prompt by going to the
Files or Pull requests menu in the Repos hub). As you may recall, I previously committed
a new code into a branch called development to Azure DevOps. Now, if we go to the

Files | History section, we will see that there's a prompt for creating a new pull request:

) Azure DevOps Rey File ¥ MyHealthClinic P Search
pr
m MyHealthClinic  —+ € MyHealthClinic ! ¥ development = / Type a file or folder
: S vicode Files gd Set up build L3 Clone
ﬂ Overview ?
> ARM templates Contents | History B
z Boards
> BuildScripts
Repos () You updated B development 8h ago X
> sre
Create a pull request
[ Files > test
®  Commits > e wiki
Commit
12 Pushes [ gitignore
new development commit
3" Branches rh healthclinic.sql Babe6e 6 stefa )

Figure 3.52 — Creating a pull request after a commit on a branch
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Creating a pull request from Visual Studio Code or
Visual Studio

You can start a pull request directly from Visual Studio Code or Visual Studio from where
your project has been loaded.

To start a pull request from Visual Studio Code, launch the Team: Create pull
request command from the Command Palette (Ctrl + Shift + P):

File Edit Selection Vie

Team: Create Pull Request

Team: View Pull Requests
~* CHANGES

Figure 3.53 - Creating a pull request from Visual Studio Code
This will prompt you to open Azure DevOps. After confirming this, the pull request
window will open.

From Visual Studio, select the Team Explorer panel. From here, you can click on Pull
Requests to start a pull request:

Team Explorer - Home v 1 x
W ¥ ¢
Home | MyHealthClinic w7
IJ Project
@ Changes
V Branches

|£| Pull Requests
TN sync

B Tags

ﬁ Settings

4 Solutions
MNew... | Open... | Show Folder View

] MHC_ASPNetCore.sIn
] MHC_LoadTesting.sin
) MHC_PackageManagement.sin

EEOESGICETE Team Explorer

Figure 3.54 - Creating a pull request from Visual Studio
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Handling a pull request

All the different ways to handle a pull request that we've described converge to a unique
point: in Azure DevOps, the Pull requests window opens, and you need to fill in the
details of your pull request activity. As an example, this is the pull request that we started
after the previous commit on the development branch:

£3 New Pull Request

‘2—9 development “ |into | § master v | &

Title *

New features deployed on the development branch

Add label

Description

New features deployed on the development branch

S

Markdown supported.

v B I @ «»

i—

= @ # I

New features deployed on the development branch

Freey

Reviewers

‘Search users and groups to add as reviewers ‘

Work Items X

‘ Search work items by ID or title v ‘

a 151 Implementing the Patient Check routine

Create | N

Files (1)  Commits (1)

Figure 3.55 - New pull request window

Here, you can immediately see that the pull request merges a branch into another

branch (in my case, development will be merged into master). You need to provide a
title and a description of this pull request (that clearly describes the changes and the
implementations you made in the merge), as well as attach links and add team members
(users or groups) that will be responsible for reviewing this pull request. You can also
include work items (this option will be automatically included if you completed a commit
attached to a work item previously).
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In the Files section, you can see what this pull request will do in the destination branch
(for every file). As an example, this is what my pull request shows me:

Files (1)  Commits (1)

Showing 1 file change: 1 edit B0 Side-by-side diff

v C# MedicinesController.cs +1
/src/MyHealth.API/Controllers/MedicinesController.cs

7 using System.Ling; 7 using System.Ling;
8 8
9 //Added comment here 9 //Added comment here
1@ + //Second comment
1le 11
11 namespace MyHealth.API.Controllers 12 namespace MyHealth.API.Controllers
12 { 13 {

Figure 3.56 — Code modifications view in a pull request

On the left, you can see that the file committed in the master branch, while on the
right, you can see the same file after the merging phase (with the details of every
modification applied).

If you've specified some reviewers, they will see the details of the code modifications,
which means they can add comments and interact with the developers.

To create the pull request process, simply click the Create button.

Once the pull request has been created, you can complete the pull request by clicking on
the Complete button in the top-right corner of the pull request window (you can do this
after the optional approval phase and after passing the branch rules):

demiliani / MyHealthClinic / Repos / Pullrequests / € MyHealthClinic ~ £ Search

i
F
@
»

L&)

% 20 New features deployed on the development branch

a Stefano Demiliani  5° development into 82 master a e Complete

Overview Files Updates Commits Complete

Mark as draft

Description ~ Abandon
Mew features deployed on the development branch

Reviewers =+
Show evenything ~ Mo reviewers
+ Labels
= @ Add a comment...

Add label

Created by a Stafano Demiliani just now

Figure 3.57 - Completing a pull request
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From here, you can do the following:

Complete the pull request.

Mark as draft: This is like a "work in progress". If a pull request is marked as a draft,
required reviewers are not automatically added, voting is not permitted, and build
policies (if activated) are not automatically executed.

Abandon: The pull request will be closed, and your code will not be merged.

When you click on Complete, you'll be prompted to fill in the Complete pull request
window, which looks as follows:

Complete pull request X

Merge commit comment

Merged PR 20: New features deployed on the development branch

New features deployed on the development branch

Related work items: #151

Merge type

Merge (no fast-forward) v

oo’

Post-completion options
()] Complete associated work items after merging @

() Delete development after merging

Complete merge Cancel

Figure 3.58 — Complete pull request

Here, you can insert a title and a description for the merge operation, select the merge
type to apply, and select the post-completion operation to apply (if the associated work
items should be marked as completed after merging and if the source branch must be
deleted after the merge operation).
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Regarding the type of merge operation to apply, you can choose from the following
options:

o Merge (no fast-forward): Non-linear history preserving all commits

« Squash commit: Linear history with only a single commit on the target

« Rebase and fast-forward: Rebase source commits on a target and fast-forward

« Semi-linear merge: Rebase source commits on a target and create a two-parent
merge

Azure DevOps gives you a nice animated graph to show the final result of the merge.
To complete the pull request, click on Complete merge. You need to resolve any merge
conflicts if something happens. With this, the merging phase starts:

£3 20 New features deployed on the development branch
@ Stefano Demiliani  #° development into ¥ master @

Overview Files Updates Commits

Completing the pull request...

P Merge in progress.

Description ~

New features deployed on the development branch

Figure 3.59 — Completing the pull request.



Tagging a release 99

If you have an automatic build policy on the target branch (the master branch here), the
build pipeline is executed and then the merge operation is completed:

1920 New features deployed on the development branch

@ Stefano Demiliani ¥ development into £ master

Overview Files Updates Commits

Stefano Demiliani completed the pull request on 4/7/2020 3:01 PM (18 minutes ago). Cherry-pick Revert
361d87d3 ¢ =~ Merged PR 20: New features deployed on the development branch...
Description -~

New features deployed on the development branch

Figure 3.60 — Pull request completed

In the next section, we'll learn how to use tags on branches to immediately identify the
status of the code inside the repository.

Tagging a release

Git Tags are references that point to specific points in the Git history. Tags are used in
Azure DevOps for marking a particular release (or branch) with an identifier that will be
shared internally in your team to identify, for example, the "version" of your code base.

As an example, in the previous section, we merged the development branch into the
master branch by using a pull request. Now, the master branch contains our latest
release of the code, which we're now ready to share internally.
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To use tags for your branches, in the Repos hub in Azure DevOps, go to the Tags menu:
Repos
Files

¢ Commits

?,  Pushes
g—" Branches
0 Tags

23 pull requests

Figure 3.61 — Tags

From here, you can create a tag for this release by going to Tags and clicking on New Tag.

Here, you're prompted to insert a tag name (an identifier that cannot contain spaces),
provide a description for this tag, and select the branch that the tag will be applied to:

Create a tag

Name *

v2.0.0.0

Based on

25' master v

Description *

Version 2.0.0.0

Figure 3.62 — Create a tag
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When you click on Create, the tag will be applied to your branch:

TagS New tag N’ Search tag name
Tag Commit Tagger Creation Date
& w2000 Version 2.0.00 361d87d3 € stefano Demiliani 2m ago

Figure 3.63 - Tag applied to a branch

Summary

In this chapter, we learned how to handle source control management with Azure DevOps
and why it's so important when working in teams when developing code.

We looked at the basic concepts of source control management and Git, the possible
strategies to apply when merging code, how to use Azure DevOps to apply SCM, and how
to handle repositories, commits, branches, and pull requests from Azure DevOps and
development tools such as Visual Studio Code and Visual Studio. We also learned how to
apply better policies to control the source code releases in order to improve the SCM life
cycle, how to protect branches and how to use tags for a branch.

In the next chapter, we'll learn how to create build pipelines with Azure DevOps for
implementing CI/CD practices.






4

Understanding
Azure DevOps
Pipelines

When adopting Azure DevOps in your organization, one of the main important
decisions you must make is how to define the pipeline of your development process.

A pipeline is a company-defined model that describes the steps and actions that a code
base must support, from building to the final release phase. It's a key part of any DevOps
architecture.

In this chapter, we'll learn how to define and use pipelines with Azure DevOps for
building code.

We will cover the following topics:

Implementing a CI/CD process

An overview of Azure Pipelines

Creating and using build agents

Overview of the YAML format

Creating a CI/CD pipeline with Azure DevOps
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+ Retention of builds

o Multi-stage pipeline

o Build pipeline with GitHub repositories
« Using container jobs in Azure Pipelines

o Let's get started!

Technical requirements

To follow this chapter, you need to have the following:

« A valid organization in Azure DevOps

o An Azure subscription where you can create an Azure VM or a local machine on
one of these environments so that you can install the build agent software

 Visual Studio or Visual Studio Code as your development environment

o Access to the following GitHub repository for cloning the project: https://
github.com/Microsoft/PartsUnlimited

Implementing a CI/CD process

When adopting DevOps in a company, implementing the right DevOps tools with

the right DevOps processes is essential and crucial. One of the fundamental flows in a
DevOps implementation is the continuous integration (CI) and continuous delivery
(CD) process, which can help developers build, test, and distribute a code base in a
quicker, structured, and safer way.

Cl is a software engineering practice where developers in a team integrate code
modifications in a central repository a few times in a day. When a code modification
integrated into a particular branch (normally with a pull request, as explained in

the previous chapter), a new build is triggered in order to check the code and detect
integration bugs quickly. Also, automatic tests (if available) are executed during this phase
to check for breakages.

CD is the process that comes after the CI process. In this process, the output of the CI
phase is packaged and delivered to the production stage without bugs. This is extremely
helpful so that we always have a master branch that is tested, consistent, and ready to be
deployed.


https://github.com/Microsoft/PartsUnlimited
https://github.com/Microsoft/PartsUnlimited
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In DevOps, you can also have a continuous deployment process in place, where
you can automate the deployment of your code modifications to the final production
environments without manual intervention.

The typical DevOps CI/CD loop is represented in the following famous "loop" diagram:

DEPLOY

Figure 4.1 - DevOps CI/CD loop
A typical CI/CD pipeline implementation contains the following stages:

« Commit stage: Here, new code modifications are integrated into the code base and
a set of unit tests are performed in order to check code integrity and quality.

« Build stage: Here, the code is automatically built and then the final results of the
build process (artifacts) are pushed to the final registry.

o Test stage: The build code will be deployed to preproduction, where the final testing
will be performed and then go to production deployment. Here, the code is tested
by adopting alpha and beta deployments. The alpha deployment stage is where
developers check the performance of their new builds and the interactions between
builds. In the Beta deployment stage, developers execute manual testing in order to
double-check whether the application is working correctly.

+ Production deployment stage: This is where the final application, after successfully
passing all the testing requirements, goes live to the production stage.
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There are lots of benefits of implementing a CI/CD process in your organizations. The
main benefits are as follows:

« Improved code quality and early bug detection: By adopting automated tests, you
can discover bugs and issues at an early stage and fix them accordingly.

« Complete traceability: The whole build, test, and deployment process is tracked
and can be analyzed later. This guarantees that you can inspect which changes in
a particular build are included and the impact that they can have on the final tests
or release.

« Faster testing and release phases: Automating building and testing of your code

base on every new commit (or before a release).

In the next section, we'll provide an overview of the service offered by the Azure platform
for implementing CI/CD: Azure Pipelines.

Overview of Azure Pipelines

Azure Pipelines is a cloud service offered by the Azure platform that allows you to
automate the building, testing, and releasing phases of your development life cycle (CI/
CD). Azure Pipelines works with any language or platform, it's integrated in Azure
DevOps, and you can build your code on Windows, Linux, or macOS machines.

Azure Pipelines is free for public projects, while for private projects, you have up to 1,800
minutes' (30 hours) worth of pipelines for free each month. More information about
pricing can be found here:

https://azure.microsoft.com/en-us/pricing/details/devops/
azure-devops-services/

Some important feature of Azure Pipelines can be summarized as follows:

o It's platform and language independent, which means you can build code on every
platform using the code base you want.

o It can be integrated with different types of repositories (Azure Repos, GitHub,
GitHub Enterprise, BitBucket, and so on).

« Lots of extensions (standard and community-driven) are available for building your
code and for handling custom tasks.

« Allows you to deploy your code to different cloud vendors.

o You can work with containerized applications such as Docker, Azure Container
Registry, or Kubernetes.


https://azure.microsoft.com/en-us/pricing/details/devops/azure-devops-services/
https://azure.microsoft.com/en-us/pricing/details/devops/azure-devops-services/

Overview of Azure Pipelines 107

To use Azure Pipelines, you need the following:

« An organization in Azure DevOps, where you can create public or private projects

A source code stored in a version control system (such as Azure DevOps Repos
or GitHub)

Azure Pipelines works with the following schema:

Continuous Integration A

>8> 5+ >

\ Build tasks Test tasks J

Edit Code Push to code repo Create artifact

/" Continuous Deployment N

=]

r

F2223 ST O
T]
Release tasks

Deploy to target

Figure 4.2 — Azure Pipelines schema

When your code is committed to a particular branch inside a repository, the build
pipeline engine starts, build and test tasks are executed, and if all is successfully
completed, your app is built and you have the final output (artifact). You can also
create a release pipeline that takes the output of your build and releases it to the target
environment (staging or production).

To start using Azure Pipelines, you need to create a pipeline. A pipeline in Azure DevOps
can be created in the following two ways:

« Using the Classic interface: This allows you to select some tasks visually from a list
of possible tasks. You only need to fill in the parameters for these tasks.

« Using a scripting language called YAML: The pipeline can be defined by creating
a YAML file inside your repository with all the needed steps.

Using the classic interface can be easier initially, but remember that many features are
only available on YAML pipelines. A YAML pipeline definition is a file, and this can be
versioned and controlled just like any other file inside a repository. You can easily move
the pipeline definition between projects (this is not possible with the Classic interface).
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An Azure Pipeline can be represented as follows (courtesy of Microsoft):

Pipeline

Steps

Steps

Step: Task

Trigger

.. =7 Publish build artifact

« Azure App Service
s s z
*  deploy

... Invoke REST API

Figure 4.3 — Representation of an Azure Pipeline

A pipeline starts from a trigger (a manual trigger, a push inside a repository, a pull
request, or a schedule). A pipeline is normally composed of one or more stages (logical
separation of concerns in a pipeline, such as building, testing, deployment, and so on; they
can run in parallel), and each stage contains one or more jobs (a set of steps that can also
run in parallel). Every pipeline contains at least one stage if you don't explicitly create it.
Each job runs on an agent (service or piece of software that executes the job). Every step
is composed of a task that performs some action on your code (sequentially). The final
output of a pipeline is an artifact (collection of files or packages published by the build).

When creating a pipeline, you need to define a set of jobs and tasks for automating your
builds (or multi-phased builds). You have native support for testing integration, release
gates, automatic reporting, and so on.

When defining multiple jobs within a pipeline, these jobs are executed in parallel. A
pipeline that contains multiple jobs is called a fan-out scenario:

Figure 4.4 - Fan-out pipeline
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A pipeline with multiple jobs in a single stage can be represented as follows:

pool :

vmImage: 'ubuntu-latest'
jobs:
- job: jobl

SEEPS 5

- bash: echo "Hello!"

- bash: echo "I'm job 1"
- job: job2

steps:

- bash: echo "Hello again.."

- bash: echo "I'm job 2"

If you're using stages when defining your pipeline, this is what is called a fan-out/fan-in
scenario:

Pipeline " Stage 1 Stage 1 ” Stage 2

Figure 4.5 - Fan-out pipeline

Here, each stage is a fan-in operation, where all the jobs in the stage (which can consist

of multiple tasks that run in sequence) must be finished before the next stage can be
triggered (only one stage can be executing at a time). We'll talk about multi-stage pipelines
later in this chapter.

Understanding build agents

To build and deploy your code using Azure Pipelines, you need at least one agent. An
agent is a service that runs the jobs defined in your pipeline. The execution of these jobs
can occur directly on the agent's host machine or in containers.
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When defining agents for your pipeline, you have essentially two types of possible agents:

« Microsoft-hosted agents: This is a service totally managed by Microsoft and it's
cleared on every execution of the pipeline (on each pipeline execution, you have
a fresh new environment).

« Self-hosted agents: This is a service that you need to set up and manage by yourself.
This can be a custom virtual machine on Azure or a custom on-premise machine
inside your infrastructure. In a self-hosted agent, you can install all the software you
need for your builds, and this is persisted on every pipeline execution. A self-hosted
agent can be on Windows, Linux, macOS, or in a Docker container.

Microsoft-hosted agents

Microsoft-hosted agents is the simplest way to define an agent for your pipeline. Azure
Pipelines provides a Microsoft-hosed agent pool by default called Azure Pipelines:

a o & @
Agent pools ¥ Security

Name ueued jobs Running jobs

s
1l

Settings Agent pools £ Search

Azure Pipelines
Azure Pipelines
Figure 4.6 — Azure Pipelines default agent pool

By selecting this agent pool, you can create different virtual machine types for executing
your pipeline. At the time of writing, the available standard agent types are as follows:

Image Classic Editor YAML VM Image Label
Agent Specification
Windows Server 2019 with Visual | windows-2019 windows-latest OR windows-2019
Studio 2019 _
Windows Server 2016 with Visual | vs2017-win2016 vs2017-win2016

Studio 2017

Ubuntu 18.04 ubuntu-18.04 . ubuntu-latest OR ubuntu-18.04
Ubuntu 16.04 ubuntu-16.04 - ubuntu-16.04
macOS X Mojave 10.14 macOS-10.14 macOS§-10.14
macOS X Catalina 10.15 macOS§-10.15 macOS-latest OR macOS-10.15

Table 1.1
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Each of these images has its own set of software automatically installed. You can install
additional tools by using the pre-defined Tool Installer task in your pipeline definition.
More information can be found here:

https://docs.microsoft.com/en-us/azure/devops/pipelines/
tasks/?view=azure-devops#tool.

When you create a pipeline using a Microsoft-hosted agent, you just need to specify

the name of the virtual machine image to use for your agent from the preceding table. As
an example, this is the definition of a hosted agent that's using Windows Server 2019 with
a Visual Studio 2019 image:

- job: Windows
pool:

vmImage: 'windows-latest'
When using a Microsoft-hosted agent, you need to remember the following:

+ You cannot sign in on the agent machine.

« The agent runs on a Standard DS2v2 Azure Virtual Machine and you cannot
increase that capacity.

o It runs as an administrator user on the Windows platform and as a passwordless
sudo user on the Linux platform.

« For public projects, you have 10 free Microsoft-hosted parallel jobs that can run for
up to 360 minutes each time, with no overall time limit per month.

o For private projects, you have one free parallel job that can run for up to 60 minutes
each time, with the maximum being 1,800 minutes (30 hours) per month. If you
need more capacity, you can pay for additional parallel jobs. By doing this, you can
run each job for up to 360 minutes.

« The Microsoft-hosted agent runs in the same Azure geography as your Azure
DevOps organization, but it's not guaranteed that it will run in the same region too
(an Azure geography contains one or more regions).

Self-hosted agents

While Microsoft-hosted agents are a Saa$ service, self-hosted agents are private agents
that you can configure as per your needs by using Azure virtual machines or directly
using your on-premise infrastructure. You are responsible for providing all the necessary
software and tools to execute your pipeline and you're responsible for maintaining and
upgrading your agent.
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A self-hosted agent can be installed on the following platforms:

o Windows
¢ Linux
« macOS

« Docker
Creating a self-hosted agent involves completing the following activities:

« Prepare the environment
o Prepare permissions on Azure DevOps
« Download and configure the agent

o Start the agent

These steps are similar for all the environments. Next, we'll learn how to create a self-
hosted Windows agent.

Creating a self-hosted Windows agent

A self-hosted Windows agent is used to build and deploy applications built on top of
Microsoft's platforms (such as .NET applications, Azure cloud apps, and so on) but also
for other types of platforms, such as Java and Android apps.

The first step to perform when creating an agent is to register the agent in your Azure
DevOps organization. To do so, you need to sign into your DevOps organization as an
administrator and from the User Settings menu, click on Personal access tokens:

G @ & @

Preview features |

Rz Profile

“@ Time and Locale

B Notifications
Theme
bbh Usage

P

Personal access tokens

SSH public keys

Alternate credentials

9 P

Figure 4.7 - Personal access tokens
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Here, you can create a new personal access token for your organization with an

expiration date and with full access or with a custom defined access level (if you select

the custom defined scope, you need to select the permission you want for each scope).

To see the complete list of available scopes, click on the Show all scopes link at the bottom
of this window:

Create a new personal access token X

Name

buildagenttoken

Organization

demiliani s

Expiration (UTC)

30 days v 4/6/2020

Scopes
Autharize the scope of access associated with this token
Scopes () Full access

@® Custom defined

Agent Pools
Manage agent pools and agents

Read Read & manage

Analytics
Read data from the analytics service

() Read

Auditing
Read audit log events, manage and delete streams.

() Read Audit Log

Build 7

Show less scopes

Figure 4.8 - Create a new personal access token
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Please check that the Agent Pools scope has the Read & manage permission enabled.

When finished, click on Create and then copy the generated token before closing the
window (it will only be shown once).

Important Note

The user that you will be using for the agent must be a user with permissions
to register the agent. You can check this by going to Organization Settings |
Agent pools, selecting the Default pool, and clicking on Security.

Now, you need to download the agent software and configure it. From Organization
Settings | Agent Pools, select the Default pool and from the Agents tab, click on
New agent:

Q Azure DevOps demiliani  /

Organization Settings

demiliani

£ Search Settings
]

General

Overview

Projects

Users

Billing

Auditing

Global notifications
Usage

Extensions

Azure Active Directory

Security

&
]

Policies

Permissions

Boards

‘o

Process

Pipelines

&8 Agent pools

@

Settings

Settings [/ Agent pools [/ Default £ Search

g Default

Jobs |Agents |Details Security Settings Maintenance Histe.,

Mame Last run Current status

Figure 4.9 — Creating a new agent

Il
b

Update all agents

Agent version

e A& @

Enabled
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The Get the agent window will open. Select Windows as the target platform, select
x64 or x86 as your target agent platform (machine) accordingly, and then click on the
Download button:

Get the agent

x64

%86

System prerequisites
Configure your account
Configure your account by following the steps outlined here.

Download the agent

== -

Create the agent

PS C:\> mkdir agent ; cd agent
PS C:\agent> Add-Type -AssemblyName System.IO.Compression.FileSystem ;

[System.IO.Compression.ZipFile]::ExtractToDirectory("$HOME\Downloads\vsts
agent-win-x64-2.166.4.zip", “"$PWD")

Configure the agent Detailed instructions &

PS C:\agent> .\config.cmd

Optionally run the agent interactively

f you didn't run as a service above:

PS C:\agent> .\run.cmd

That's it!

More Information

Figure 4.10 - Agent software download page
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This procedure will download a package (normally called vsts-agent -win-x64-
2.166.4.zip). You need to run this package (config. cmd) on the agent machine
(an Azure VM or your on-premise server, which will act as an agent for your builds):

» StefanoDemiliani » Download » vsts-agent-win-x64-2.166.4.zip

Nome Tipo
bin Cartella di file
externals Cartella di file
config.cmd Script di comandi Windows
run.cmd Script di comandi Windows

Figure 4.11 — Agent software package
The setup will ask you for the following:

o The URL of your Azure DevOps organization (https://dev.azure.com/
{your-organization})

+ The personal access token to use (created previously)

When running the agent (interactively or as a service), it's recommended to run it as a
service if you want to automate builds.

After inserting these parameters, the setup registers the agent:

Figure 4.12 — Agent registration

To register the agent, you need to insert the agent pool, the agent name, and the work
folder (you can leave the default value as-is).

Finally, you need to decide whether your agent must be executed interactively or as

a service. As we mentioned previously, running the agent as a service is reccommended,
but in many cases, the interactive option can be helpful because it gives you a console
where you can see the status and running UT tests.

In both cases, please be aware of the user account you select for running the agent. The
default account is the built-in Network Service user, but this user normally doesn't have
all the needed permissions on local folders. Using an administrator account can help you
solve a lot of problems.

If the setup has been completed successfully, you should see a service running on your
agent machine and a new agent that pops up on your agent pool in Azure DevOps:


https://dev.azure.com/
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B Default

Jobs Agents Details

Name

vm365bcbldagent

® Offline

Update all agents

Settings  Maintenance History

Current status Agent version Enabled

Idle 2.165.0 @ o

4.13 - New agent created

If you select the agent and then go to the Capabilities section, you will be able to see all its
capabilities (OS version, OS architecture, computer name, software installed, and so on):

< vm365bcbldagent

lobs  Capabilities

User-defined capabilities

System capabilities
Name

Agent.Name
Agent.Version
Agent.ComputerName
Agent.HomeDirectory
Agent.0S
Agent.OSArchitecture
Agent.OSVersion

ALLUSERSPROFILE

The agent's capabilities can be automatically discovered by the agent software or added

No user-defined capabilities
Add a new capability

5 Search by keyword
Value
vm36sbckbldagent
2.165.0
vm365bcbldagent
ChAgent
Windows_NT
Xed
10.0.17763

Ch\ProgramData

Figure 4.14 - Agent capabilities

by you (user-defined capabilities) if you click on the Add a new capability action.

Capabilities are used by the pipeline engine to redirect a particular build to the correct

agent according to the required capabilities for the pipeline (demands).
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When the agent is online, it's ready to accept your code build, which should be queued.

Remember that you can also install multiple agents on the same machine (for example,
if you want the possibility to execute core pipelines or handle jobs in parallel), but this
scenario is only recommended if the agents will not share resources.

When to use a Microsoft-hosted or a self-hosted agent

Microsoft-hosted agents are normally useful when you have a standard code base and
you don't need particular software or environment configuration to build your code. If
you're in this scenario, using a Microsoft-hosted agent is recommended because you don't
have to worry about creating environments. As an example, if you need to build an Azure
Function project, normally, you don't have the need to install custom software on the
build agent and the Microsoft-hosted agent can work perfectly.

Self-hosted agents are the way to go when you need a particular environment
configuration, when you need a particular piece of software or tools installed on the
agent, and when you need more power for your builds. Self-hosted agents are also the
way to go when you need to preserve the environment between each run of your builds.
A self-hosted agent is normally the right choice when you need to have better control of
your agent or you wish to deploy your build to on-premise environments (not accessible
externally). It also normally allows you to save money:.

Now that we've discussed about the possible build agents that you can use for your build
pipelines, in the next section, we'll provide an overview of YAML, the scripting language
that allows you to define a pipeline.

Overview of the YAML language

YAML, an acronym for YAML Ain't Markup Language, is a human-readable scripting
language used for data serialization and normally used for handling configurations
definitions for applications. It can be considered a superset of JSON.

YAML uses indentation for handling the structure of the object's definitions, and it's
insensitive to quotation marks and braces. It's simply a data representation language and is
not used for executing commands.

With Azure DevOps, YAML is extremely important because it allows you to define a
pipeline by using a script definition instead of a graphical interface (that cannot be ported
between projects).

The official YAML website can be found here:

http://yaml.org/
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A YAML structure is based on key-value elements:
Key: Value # This is a comment

In the following sections, we'll learn how to define objects in YAML.

Scalars

As an example, the following are scalar variables that have been defined in YAML:

Number: 1975

quotedText: "some text description"
notQuotedtext: strings can be also without quotes
boolean: true

nullKeyValue: null

You can also define multi-line keys by using ?, followed by a space, as follows:

? |
This is a key
that has multiple lines

and this is its wvalue

Collections and lists
This is a YAML definition for a collection object:

Cars:
- Fiat
- Mercedes
- BMW

You can also define nested collections:

- Drivers:
name: Stefano Demiliani
age: 45
Driving license type:
- type: full car license
license id: ABC12345
expiry date: 2025-12-31
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Dictionaries
You can define a Dictionary object by using YAML in the following way:

CarDetails:
make: Mercedes
model: GLC220

fuel: Gasoline

Document structure

YAML uses three dashes, - - -, to separate directives from document content and
to identify the start of a document. As an example, the following YAML defines two
documents in a single file:

# Products purchased
- item : Surface Book 2
quantity: 1

item : Surface Pro 7

quantity: 3
item : Arc Mouse

quantity: 1

# Product out of stock

- item : Surface 4

- item : Microsoft Trackball

Complex object definition

As an example of how to define a complex object in YAML, the following is the
representation used for an Invoice object:

invoice: 20-198754
date : 2020-05-27
bill-to: C002456
Name : Stefano Demiliani
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address:
lines:
Viale Pasubio, 21
c/o Microsoft House
city : Milan
MTI
postal : 20154
ship-to: C002456

state

product:
- itemNo : ITEMOO1
quantity : 1
description : Surface Book 2
price : 1850.00
- sku : ITEMO002
quantity : 2

description : Arc Mouse
price : 65.00
tax : 80.50
total: 1995.50
comments:
Please deliver on office hours.

Leave on the reception.

Now that we've provided a quick overview of the YAML syntax, in the next section, we'll
learn how to create a build pipeline with Azure DevOps.

Creating a build pipeline with Azure DevOps

Having a build pipeline in place is a fundamental step if you want to implement
continuous integration for your code (having your code automatically built and tested
on every commit).

The prerequisite to creating a build pipeline with Azure DevOps is obviously to have some
code stored inside a repository.
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To create a build pipeline with Azure DevOps, you need to go to the Pipelines hub and
select the Pipelines action:

(A

Azure DevOps demiliani / PartsUnlimited / Overview / Summary

PartsUnlimited

+
BB rartsuniimited

Overview

Ll Environments

@ Summary
EH  Dashboards About this project
B wiki

Generated by Azure DevOps Demo Generator
% Boards

Languages
Repos JavaScript css
ﬂ Pipelines Pipelines

&y Pipelines

A Test Plans

Artifacts & Releases

0

\ Library
Task groups

" Deployment groups

Figure 4.15 - Build pipeline creation

From here, you can create a new build pipeline by selecting the New pipeline button.
When pressed, you will see the following screen, which asks you for a code repository:
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Connect Select Configure Review

New pipeline

Where is your code?

Azure Repos Git  YAML
Free private Git repositories, pull requests, and code search

Bitbucket Cloud ~ YAML
Hosted by Atlassian

GitHub  YAML
Home to the world's largest community of developers

GitHub Enterprise Server  YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
Centralized version control by Apache

WedDIAdE

Use the classic editor to create a pipeline without YAML.

Figure 4.16 - Selecting a repository

This screen is extremely important. From here, you can start creating a build pipeline in

two possible ways (described previously):

1. Using a YAML file to create your pipeline definition. This is what happens when you

select the repository in this window.

2. Using the classic editor (graphical user interface). This is what happens when you

click on the Use the classic editor link at the bottom of this page.

In the next section, we'll learn how to create a build pipeline by using these two methods.
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Pipeline definition with the classic editor

The classic editor permits you to define a build pipeline for your project graphically by
selecting pre-defined actions. As we mentioned previously, a pipeline definition created in
this way is not under source control.

When you click on the Use the classic editor link, you need to select the repository where
your code is stored (Azure Repos Git, GitHub, GitHub Enterprise Server, Subversion,
TFVC, Bitbucket Cloud, or Other Git) and the branch that the build pipeline will be
connected to:

Select a source

4% O O

Azure Repos Git TFVC GitHub GitHub Enterprise Subversion

Server

Bitbucket Cloud Other Git

\\

Team project

B4 PartsUnlimited v
Repository
4 PartsUnlimited v

Default branch for manual and scheduled builds

£ master N

Continue

Figure 4.17 - Classic editor pipeline definition
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Then, you need to choose a template for the kind of app you're building. You have a set of
predefined templates to choose from (that you can customize later), but you can also start

from an empty template:

Select a template
Or start with an iy Empty job

Configuration as code

YAML

Looking for a better experience to configure your pipelines using
YAML files? Try the new YAML pipeline creation experience. Learn
more

Featured

o I .NET Desktop

Build and test a .NET or Windows classic desktop solution.

Iﬁl Android
Build, test, sign, and align an Android APK.

,ql ASP.NET
Build and test an ASP.NET web application.

@ Azure Web App for ASP.NET
Build, package, test, and deploy an ASP.NET Azure Web App.

Docker container

Build a Docker image and push it to a container registry.

\*

Maven

Build and test a Java project with Apache Maven.

Python package

L IR

Create and test a Python package on multiple Python versions.

Figure 4.18 - Pipeline template selection

L Search
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If predefined templates fit your needs, you can start by using them; otherwise, it's
recommended to create a custom pipeline by selecting the actions you need.

Here, my application that's stored in the Azure DevOps project repository is an ASPNET
web application (an e-commerce website project called PartsUnlimited; you can find
the public repository at the following URL: https://github.com/Microsoft/
PartsUnlimited), so I've selected the ASPNET template.

When selected, this is the pipeline template that will be created for you automatically:

& - > PartsUnlimited-demo-pipeline

Tasks Variables Triggers Options Retention  History Save & queue
Pipeline

Build pipeline

== Get sources
v PartsUnlimited I master

Agent job 1 +

& Run on agent

Use NuGet 4.4.1

o NuGet tool installer

NuGet restore
NuGet

Build solution
Visual Studio build

Test Assemblies

Visual Studio Test

SN I )

i)

Publish symbols path

Index sources and publish symbols

I
|

Publish Artifact

Publish build artifacts

=

Figure 4.19 - Pipeline created from a template


https://github.com/Microsoft/PartsUnlimited
https://github.com/Microsoft/PartsUnlimited
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Let's check every section of the pipeline in detail.

The pipeline (here, this is called PartsUnlimited-demo-pipeline) runs on
a Microsoft-hosted agent (Azure Pipelines agent pool) based on the vs2017-win2016
template (Windows Server 2016 with Visual Studio 2017), as shown in the following
screenshot:

& - > PartsUnlimited-demo-pipeline

Tasks Variables Triggers Options Retention  History Save & queue

Pipeline
Build pipeline
Name *
== Get sources
»q PartsUnlimited % master PartsUnlimited-demo-pipeline ‘
. Agentpool * () | Poolinformation | Manage 12
Agent job 1 +
= Run onagent Azure Pipelines v ‘ O
'e Use NuGet 4.4.1 e
1 MuGet tool installer Agent Speuflcatlon
| 52017-win2016 ~ ‘
'e NuGet restore
NuGet
Parameters @ | @ Unlink all
g Build solution ) )
Visual Studio build Path to solution or packages.config * @
: i Test Assemblies “\*sln
Visual Studio Test

Artifact Name * @

o

Publish symbols path

Index sources and publish symbaols drop

Publish Artifact

Publish build artifacts

=

Figure 4.20 — Agent specification on the pipeline
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The agent job starts by installing the NuGet package manager and restoring the required
packages for building the project in the selected repository. For these actions, the pipeline
definition contains the tasks that you can see in the following screenshot:

& --- > PartsUnlimited-demo-pipeline

Tasks Variables Triggers Options

Pipeline
Build pipeline

== Get sources
o PartsUnlimited 3 master

Agent job 1

£ Run on agent

Y Use NuGet 4.4.1

PO NuGet tool installer

e NuGet restore

NuGet

(%] Build solution
Visual Studio build

A Test Assemblies

Visual Studio Test

=\ Publish bols path
a ublish symbols pa

=%, Index sources and publish symbols

f Publish Artifact

wmmm  Publish build artifacts

Save & queue ~ ) Discard = Summary  [> Queue

Task version  2* v
Display name *
| NuGet restore ‘
Command* (O

restore v ‘
Path to solution, packages.config, or project.json * @

*\* gln
Feeds and authentication ~
Feeds to use * ®
@ Feed(s) | select here O Feeds in my NuGet.config
Use packages from this Azure Artifacts/TFS feed ()
| “o

@ Use packages from NuGetorg
Advanced v
Control Options v

Output Variables ~v

Figure 4.21 - NuGet tasks
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Then, there's a task for building the solution:

i+

Tasks

Variables ~ Triggers ~ Options

Pipeline
Build pipeline

& - > PartsUnlimited-demo-pipeline

Retention  History & Save & queue “Y Discard = Summary [> Queue

Task version | 1.* v

== Get sources
»q PartsUnlimited §° master

Agent job 1

& Runonagent

Display name *

Build solution

Solution * @

Use NuGet 4.4.1

o NuGet tool installer

NuGet restore
NuGet

*\*sln

Visual Studio Version ()

Latest hd

Build solution
Visual Studio build

MSBuild Arguments (D

> o 5= E| S

Test Assemblies
Visual Studio Test

Publish symbols path

Index sources and publish symbols

Publish Artifact
Publish build artifacts

/p:DeployOnBuild=true /p:WebPublishMethod=Package ckage

/p:PackageAsSingleFile=true /p:SkipinvalidConfigurations=true rations=true

/p:Packagelocation="%(build.artifactstagingdirectory)\\" y\W
Platform (O

| $(BuildPlatform)

Configuration (0

| $(BuildConfiguration)
() Clean ®

Advanced v

Control Options v

Figure 4.22 - Build solution task
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There's also a task for testing the solution and publishing the test results:

& -+ > PartsUnlimited-demo-pipeline

Tasks Variables Triggers Options Retention History ‘ Save & queue v ) Discard

Pipeline
Build pipeline

Task version  2.* v

== Get sources

- o PartsUnlimited ¥ master

Agent job 1

2 Runon agent

Display name *

Summary > Queue

Test Assemblies

Test selection ~

Y Use NuGet 4.4.1

B NuGet tool installer

NuGet restore
MNuGet

Build solution
Visual Studio build

Selecttestsusing* (@)

Test assemblies

Test files * ®

**\$(BuildConfiguration)\*test*.dll

Test Assemblies
Visual Studio Test

1*\g bj\u

[

Publish symbeols path

Index sources and publish symbols

Publish Artifact
Publish build artifacts

I» (B (E &

Search folder * ®

‘ $(System.DefaultWorkingDirectory)

Test results folder (@)

‘ $(Agent.TempDirectory)\TestResults

Test filter criteria (1)

(J Run only impacted tests ()
() Test mix contains Ul tests ()

Figure 4.23 — Test Assemblies task

The last steps are for publishing the sources of the build process as artifacts (output of

the build):
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+

& - > PartsUnlimited-demo-pipeline

Tasks Variables Triggers Options Retention History| Save & queue ~ ) Discard = Summary [> Queue

Pipeline
Build pipeline

z= Get sources

- v PartsUnlimited ¥ master

Agent job 1 +

= Run on agent

e Use NuGet 4.4.1

B NuGet tool installer

e NuGet restore

NuGet

g Build solution
Visual Studio build
Test Assemblies
Visual Studio Test

2 Publish symbols path
Gy P ombolp

-%  Index sources and publish symbals

f Publish Artifact ()
s Publish build artifacts

Task version | 1.* ~

Display name *

| Publish Artifact |

Path to publish * (D

| $(build.artifactstagingdirectory) ‘

Artifact name * @
drop

Artifact publish location * (D

Azure Pipelines N

Advanced v
Control Options v

Qutput Variables v

Figure 4.24 - Publishing tasks

If you select the Variables tab, you will see that there are some parameters that are used
during the build process. Here, you can create your own variables to use inside the

pipeline if needed:

3+

& - > PartsUnlimited-demo-pipeline

Tasks | Variables |Triggers Options Retention History | Save & queue Vv ) Discard

Pipeline variables Name T

Variable groups

Predefined variables 12 BuildPlatform

BuildConfiguration

Summary [> Queue

Value
release

any cpu

system.collectionld
system.debug
system.definitionld

system.teamProject

—+ Add

Figure 4.25 - Pipeline variables

6baa1639-4743-4a78-b433-25f77f2805fe
false
< No pipeline ID yet >

PartsUnlimited
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The next section is called Triggers. Here, you can define what triggers start your pipeline.
By default, no triggers are published initially, but here, you can enable CI to automatically
start your pipeline on every commit on the selected branch:

& - > PartsUnlimited-demo-pipeline

Tasks Variables Triggers

Continuous integration

M PartsUnlimited
Enabled

Scheduled

No builds scheduled

Build completion

Build when ancther build completes

Options ~ Retention  History ‘ Save & queue ~ ) Discard = Summary > Queue
™ PartsUnlimited
| @ Enable continuous integration

+ Add () Batch changes while a build is in progress
Branch filters
Type Branch specification

+ Add

Include v | ‘ £ master v

+ Add
Path filters
+ Add

Figure 4.26 - Pipeline triggers

Important Note

Enabling CI is a recommended practice if you want every piece of code that's
committed on a branch (for example, on the master branch) to always be tested
and safely controlled. In this way, you can be assured that the code is always
working as expected.

In the Option tab, you can set some options related to your build definition. For example,
here, you can create links to all the work items so that they're linked to associated changes
when a build completes successfully, create work items on failure of a build, set the status

badge for your pipeline, specify timeouts, and so on:
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& - > PartsUnlimited-demo-pipeline

Tasks  Variables Triggers Options Retention  History ‘ Save & queue ™ ) Discard = Summary > Queue

Build properties Build iob
Define general build pipeline settings uild Jo

Define build job authorization and timeout settings
Description
P Build job authorization scope ()

| Project collection ~ ‘

Build number format @ Build job timeout in minutes (i)

‘ $(dateyyyyMMdd)$(rev..r) | | 60 ‘

The new build request is processing Build job cancel timeout in minutes (@

@ Enabled - queue and start builds when eligible agent(s) available | 5 ‘

O Paused - queue new builds but do not start Demands

Specify which capabilities the agent must have to run this pipeline.
O Disabled - do not queue new builds

Automatically link new work in this build @D crebled tame Condtion value

When a build completes successfully, create links to all work items
linked to associated changes.

Add
Only link to work added to specific branches +
Type Branch specification
Include V||1-V* V‘]E[
+ Add
Create work item on failure (@ ) Disabled

Create a work item for each failed build

Status badge

Figure 4.27 - Pipeline options

The Retention tab, on the other hand, is used for configuring the retention policy for this
specific pipeline (how many days to keep artifacts for, the number of days to keep runs
and pull requests for, and so on). Doing this will override the general retention settings.
We'll talk about them later in the Retention of builds section.
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Once you've finished defining the pipeline, you can click Save & queue to save your
definition. By clicking on Save and run, the pipeline will be placed in a queue and wait
for an agent:

Run pipeline X
Select parameters below and manually run the pipeline

Save comment

’ Pipeline definition l

Agent pool

‘ Azure Pipelines N ‘

Agent Specification *

vs2017-win2016 ~
Branch/tag
‘ 39 master A

Select the branch, commit, or tag
Advanced options

Variables >
3 variables defined

Demands S
This pipeline has no defined demands

(O Enable system diagnostics Cancel

Figure 4.28 — Run pipeline

When the agent is found, the pipeline is executed and your code is built:

& Jobs in run #20190722.1 Q Agentjob1

mited-ASP.NET-C

@ Agentjob 1 1m 33s Build solution

on.xml".

Copying file from "D:\a\1l\s\P

Creating "D:\ \s\PartsUnlim

_CopyOutOfDateSourceltemsToOutp

Copying file from "D: \s\P

Figure 4.29 - Pipeline execution starting
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You can follow the execution of each step of the pipeline and see the related logs. If the
pipeline ends successfully, you can view a summary of its execution:

© #20190722.1 Updated FullEnvironmentSetupMerged.param.json

on Parts Unlimited-ASP.NET-CI

Summary Tests

Manually run by

€ PartsUnlimited ¥ master 58d9b87 Duration: Tests:
£ Today at 1:46 PM @ 2m 6s L 100% passed

Figure 4.30 - Pipeline - final result

You can also select the Tests tab to review the test execution status:
Summary

~ Summary

1 Run(s) Completed ( 1 Passed, 0 Failed )

16 uwerses  87.5% 55 804ms

A 0 Failed
Total tests B Pass percentage Run duration (D)

2 Others 2
I* 87.5% T +55 804ms

4
+16

5 Filter by test or run name

Figure 4.31 - Pipeline tests result

In the next section, we'll learn how to create a YAML pipeline for this application.

YAML pipeline definition

As previously explained, when you start creating a build pipeline with Azure DevOps, the
wizard creates a YAML-based pipeline by default.
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To start creating a YAML pipeline, go to the Pipeline section in Azure DevOps and click
on New Pipeline.

Here, instead of selecting the classic editor (as we did in the previous section), just select
the type of repository where your code is located (Azure Repos Git, GitHub, BitBucket,
and so on):

Connect Select Configure Review

New pipeline

Where is your code?

Azure Repos Git  YAML
Free private Git repositories, pull requests, and code search

Bitbucket Cloud  YAML
Hosted by Atlassian

GitHub ~ YAML
Home to the world's largest community of developers

GitHub Enterprise Server  YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
Centralized version control by Apache

We D0 ads

Use the classic editor to create a pipeline without YAML.

Figure 4.32 - YAML pipeline definition

Then, select your repository from the available repositories list:

" Connect Select Configure Review

New pipeline

Select a repository

5 Filter by keywords PartsUnlimited

0 PartsUnlimited

Figure 4.33 - YAML pipeline - repository selection
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The system now analyzes your repository and proposes a set of available templates
according to the code stored in the repository itself. You can start from a blank YAML
template or you can select a template. Here, I'm selecting the ASPNET template:

' Connect  Select Configure Review

New pipeline

Configure your pipeline

HEHoono

ASP.NET
Build and test ASP.NET projects.

ASP.NET Core (.NET Framework)
Build and test ASP.NET Core projects targeting the full .NET Framework.

.NET Desktop

Build and run tests for NET Desktop or Windows classic desktop solutions.

Universal Windows Platform

Build a Universal Windows Platform project using Visual Studio.

Xamarin.Android
Build a Xamarin.Android project.

Xamarin.iOS
Build a Xamarin.iOS project.

Starter pipeline
Start with a minimal pipeline that you can customize to build and deploy your code.

Existing Azure Pipelines YAML file

Select an Azure Pipelines YAML file in any branch of the repository.

Show more

Figure 4.34 - YAML pipeline - template selection
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The system creates a YAML file (called azure-pipelines.yml), as shown in the
following screenshot:

~" Connect + Select ~ Configure Review
New pipeline
. . .
Review your pipeline YAML Variables
@ PartsUnlimited / azure-pipelinesyml * =B [ Show assistant
1 #-ASP.NET
2 #-Build-and-test-ASP.NET-projects.
3 #-Add - steps-that-publish-symbols, -save-build-artifacts, -deploy, -and-more:
4 #-https://docs.microsoft.com/azure/devops/pipelines/apps/aspnet/build-aspnet-4
5
6 trigger:
7 --master
8
9 pool:
1e ‘ vmImage: - "windows-latest"
11
12 variables:
13 --solution: . '¥%/% gln'
14 - -buildPlatform: - 'Any-CPU'
15 ++buildConfiguration: - 'Release’
16
17 steps:l
Settings
18 - task: NuGetToolInstaller@@l
19
Settings
28 - task: - NuGetCommand@2
21 - -inputs:
22 - -l -restoreSolution: - '$(solution)’
23
Settings
24 - -task: - vSBuild@l
25 --inputs:
26 -+ -solution: - '$(solution)’
27 -+ -msbuildArgs: - ' /p:DeployOnBuild=true-/p:WebPublishMethod=Package -
/p:PackageAsSingleFile=true- /p:SkipInvalidConfigurations=true-/p:PackagelLocation="$(build.artifactSta
28 -+ -platform: - '$(buildPlatform)’
29 -+ -configuration:  "$(buildConfiguration)’
EL]
Settings
EXS - task: V5Test@2

Figure 4.35 - YAML pipeline definition

The generated YAML definition contains a set of tasks, just like in the previous
example, but here, these tasks are in their YAML definition. The complete generated
file is as follows:

# ASP.NET
# Build and test ASP.NET projects.

# Add steps that publish symbols, save build artifacts,
deploy, and more:
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# https://docs.microsoft.com/azure/devops/pipelines/
apps/aspnet/build-aspnet-4

trigger:

- master

pool:

vinImage: 'windows-latest'

variables:
solution: '**/* _gln'
buildPlatform: 'Any CPU'

buildConfiguration: 'Release'’

steps:
- task: NuGetToollInstaller@l

- task: NuGetCommand@2
inputs:

restoreSolution: 'S (solution)'

- task: VSBuildel
inputs:
solution: 'S$(solution)'

msbuildArgs: '/p:DeployOnBuild=true /
p:WebPublishMethod=Package /p:PackageAsSingleFile=true

/p:SkipInvalidConfigurations=true /p:PackagelLocation="$ (build.

artifactStagingDirectory) "'
platform: 'S (buildPlatform)''

configuration: 'S (buildConfiguration)'

- task: VSTest@2
inputs:
platform: 'S (buildPlatform)''

configuration: 'S (buildConfiguration)'

Here I add two more tasks for publishing the symbols and the
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final artifacts of the pipeline:
task: PublishSymbols@2
displayName: 'Publish symbols path'
inputs:
SearchPattern: '#**\bin\**\*.pdb'
PublishSymbols: false

continueOnError: true

- task: PublishBuildArtifacts@l
displayName: 'Publish Artifact'
inputs:
PathtoPublish: 'S (build.artifactstagingdirectory)'
ArtifactName: 'S (Parameters.ArtifactName)''

condition: succeededOrFailed()

As you can see, the YAML file contains the trigger that starts the pipeline (here, this is
a commit on the master branch), the agent pool to use, the pipeline variables, and the
sequence of each task to execute (with its specific parameters).

Click on Save and run as shown in the previous screenshot to queue the pipeline and have
it executed. The following screenshot shows the executed YAML pipeline.

& PartsUnlimited Edit

Runs EBEranches Analytics 7

Description Stages

#20200302.1 Set up Cl with Azure Pipelines

<7 Individual C1 ¥ master bec2chs &

0 & 3mago
@ 2m21s

Figure 4.36 - YAML pipeline executed

To add new tasks, it's useful to use the assistant tool on the right of the editor frame.
It allows you to have a Tasks list where you can search for a task, fill in the necessary
parameters, and then have the final YAML definition:
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& PartsUnlimited

3 master @ PartsUnlimited / azure-pipelines.yml

29 configuration: '$({buildConfiguration)’
38
Settings
31 - task: VsTest@2
32 inputs:
33 platform: '&(buildPlatform)"’
34 configuration: '$(buildConfiguration)"’
35
Settings
36 - task: PublishSymbols@2
37 displayMame: - 'Publish-symbols - path'
38 inputs:
39 SearchPattern:  "**\bin\**\* pdb'
48 PublishSymbols: - false
41 continueOnError: -true
42
Settings
43 --task: PublishBuildArtifacts@l
a4 displayName: - 'Publish Artifact’
45 inputs:
46 PathtoPublish: "$(build.artifactstagingdirectory)"
47 ArtifactName: '${Parameters.ArtifactName)"'
48 condition: succeededOrFailed()

Variables m B

Tasks Ei]

| L publish artifact }

Copy and Publish Build Artifacts
|DEPRECATED] Use the Copy Files task and the Pu...

I=

[Z1  Index sources and publish symbols
.—1 Index your source code and publish symbols to a ..

npm
Install and publish npm packages, or run an npm

Publish build artifacts

Publish build artifacts to Azure Pipelines or a Win

Publish Pipeline Artifacts

Fublish {upload) a file ar directory as a named arti...

Bl (1= |El

Figure 4.37 - YAML pipeline task selection

When you choose to create a pipeline with YAML, Azure DevOps creates a file that's
stored in the same repository that your code is stored in:

demiliani PartsUnlimited Repos / Files / 4 PartsUnlimited

O search = a o A @

P7  New Repos pull request experience: Try out the new modern, fast, and mobile-friendly pull request experience within Repos. Learn more Mot now

4 PartsUnlimited

> PartsUnlimited-aspnet45
0 gitattributes
[ gitignore

O azu re-pipelines.yml

* master v B3 /s Typeto find a file or folder...

Files

Contents  History

Name T Last change

PartsUnlimited-aspnet45 30 set 2019

D .gitattributes 18 nov 2015
0 .gitignore 18 nov 2015
| [ azure-pipelines.yml | 21m ago

O failed ! Clone

Commits

8086ee35 Updated FullEnvironmentSetupMerged json Akshay H
45F7FFF9 Add PartsUnlimited source Colin Dembowsky
45F7FFF9 Add PartsUnlimited source Colin Dembovsky

@d5eeabd Set up Cl with Azure Pipelines Stefano Demiliani

Figure 4.38 - YAML pipeline file created

This file is under source control and versioned on every modification.
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For a complete reference to the YAML schema for a pipeline, I suggest following this link:

https://docs.microsoft.com/en-us/azure/devops/pipelines/yaml-
schema?view=azure-devops&tabs=schema%2Cparameter-schema

Retention of builds

When you run a pipeline, Azure DevOps logs each step's execution and stores the final
artifacts and tests for each run.

Azure DevOps has a default retention policy for pipeline execution of 30 days. You can
change these default values by going to Project settings | Pipelines | Settings:

Project Settings Settings

D365BCHelloWerldDevOps
+ General Retention policy
ﬂ Cverview

Teams \ The artifacts and attachments retention setting is being ignored because the runs retention setting is
E o evaluated first.

Permissions
Notifications

enorice hooks Days to keep artifacts and attachments 30
* Dashboards Days to keep runs 30
A Boards Days to keep pull request runs 10
. RESjSciccHtiguaten Number of recent runs to retain per pipeline (O 3

Team configuration .
Learn more about run retention

GitHub connections

Repos
Repositaries General
Cross-repo policies m Dizable anonymous access ta hadges 0]
Pipelines m Limit variables that can be set at queue time @
m Limit job authorization scope to current project @
Agent poals a . o .
(@ ) Publish metadata from pipelines (preview) ©
Parallel jobs
Settings |
& Test management
Release retention
> Service connections®

Figure 4.39 - Pipeline retention policy

You can also use the Copy files task to store your build and artifacts data in
external storage so that you can preserve them for longer than what's specified in
the retention policy:


https://docs.microsoft.com/en-us/azure/devops/pipelines/yaml-schema?view=azure-devops&tabs=schema%2Cparameter-schema.
https://docs.microsoft.com/en-us/azure/devops/pipelines/yaml-schema?view=azure-devops&tabs=schema%2Cparameter-schema.
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Tasks =l

L copy files

|Ih Azure file copy
@ Copy files to Azure Blob Storage or virtual machin...

f Copy and Publish Build Artifacts
[DEPRECATED] Use the Copy Files task and the Pu...

[D Copy files
Copy files from a source folder to a target folder ...

EH Copy files over SSH
S5H

Copy files or build artifacts to a remote machine ...

|b Windows machine file copy

Copy files to remote Windows machines

Figure 4.40 - Copy files task
The YAML definition for this task is as follows:

- task: CopyFiles@2
displayName: 'Copy files to shared network'
inputs:
SourceFolder: 'S$(Build.SourcesDirectory)'
Contents: '#**!

TargetFolder: '\\networkserver\storage\$ (Build.
BuildNumber) '

Important Note
Remember that any data saved as artifacts with the Publish Build Artifacts
task is periodically deleted.

More information about the Copy files task can be found here:

https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/

utility/copy-files?view=azure-devops&tabs=yaml.


https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/utility/copy-files?view=azure-devops&tabs=yaml
https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/utility/copy-files?view=azure-devops&tabs=yaml
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Multi-stage pipeline

As we explained previously, you can organize the jobs in your pipeline into stages.
Stages are logical boundaries inside a pipeline flow (units of works that you can assign
to an agent) that allow you to isolate the work, pause the pipeline, and execute checks or
other actions. By default, every pipeline is composed of one stage, but you can create more
than one and arrange those stages into a dependency graph.

The basic YAML definition of a multi-stage pipeline is as follows:

stages:
- stage: Build
jobs:
- job: BuildJdob
steps:
- script: echo Build!
- stage: Test
jobs:
- job: TestOne
steps:
- script: echo Test 1
- job: TestTwo
steps:
- script: echo Test 2
- stage: Deploy
jobs:
- job: Deploy
steps:

- script: echo Deployment

As an example of how to create a multi-stage pipeline with YAML, let's look at a pipeline
that builds code in your repository (with .NET Core SDK) and publishes the artifacts

as NuGet packages. The pipeline definition is as follows. The pipeline uses the stages
keyword to identify that this is a multi-stage pipeline.

In the first stage definition (Build), we have the tasks for building the code:
trigger:

- master

stages:
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- stage: 'Build'
variables:

buildConfiguration: 'Release'’

jobs:
- job:

pool:
vmImage: 'ubuntu-latest'

workspace:
clean: all

steps:

- task: UseDotNet@2
displayName: 'Use .NET Core SDK'
inputs:

packageType: sdk
version: 2.2.X

installationPath: $ (Agent.ToolsDirectory)/dotnet

- task: DotNetCoreCLI@2
displayName: "NuGet Restore"
inputs:

command: restore

projects: '**/* csproj'

- task: DotNetCoreCLI@2
displayName: "Build Solution"
inputs:

command: build
projects: '**/* csproj'

arguments: '--configuration (buildConfiguration)'

Here, we installed the .NET Core SDK by using the UseDotnet standard task template
that's available in Azure DevOps (more information can be found here: https://docs.
microsoft.com/en-us/azure/devops/pipelines/tasks/tool/dotnet-
core-tool-installer?view=azure-devops). After that, we restored the required
NuGet packages and built the solution.


https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/tool/dotnet-core-tool-installer?view=azure-devops)
https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/tool/dotnet-core-tool-installer?view=azure-devops)
https://docs.microsoft.com/en-us/azure/devops/pipelines/tasks/tool/dotnet-core-tool-installer?view=azure-devops)
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Now, we have the task of creating the release version of the NuGet package. This package
is saved in the packages/release folder of the artifact staging directory. Here, we will use
nobuild = true because in this task, we do not have to rebuild the solution again
(no more compilation):

- task: DotNetCoreCLI@2
displayName: 'Create NuGet Package - Release Version'
inputs:
command: pack

packDirectory: 'S (Build.ArtifactStagingDirectory)/
packages/releases'

arguments: '--configuration $(buildConfiguration)'

nobuild: true

As the next step, we have the task of creating the prerelease version of the NuGet package.
In this task, we're using the buildProperties option to add the build number to the
package version (for example, if the package version is 2.0.0.0 and the build number is
20200521.1, the package version will be 2.0.0.0.20200521.1). Here, a build of the package
is mandatory (for retrieving the build ID):

- task: DotNetCoreCLI@2
displayName: 'Create NuGet Package - Prerelease Version'
inputs:
command: pack
buildProperties: 'VersionSuffix="$ (Build.BuildNumber)"'

packDirectory: 'S (Build.ArtifactStagingDirectory)/
packages/prereleases’

arguments: '--configuration $ (buildConfiguration)'
The next task publishes the package as an artifact:

- publish: '$(Build.ArtifactStagingDirectory) /packages'
artifact: 'packages'
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Next, we need to define the second stage, called PublishPrereleaseNuGetPackage.
Here, we skip the checkout of the repository and the download step downloads

the packages artifact that we published in the previous build stage. Then, the
NuGetCommand task publishes the prerelease package to an internal feed in Azure
DevOps called Test:

- stage: 'PublishPrereleaseNuGetPackage'
displayName: 'Publish Prerelease NuGet Package'
dependsOn: 'Build'
condition: succeeded()
jobs:

- job:
pool:
vmImage: 'ubuntu-latest'

SEEPS 5

- checkout: none

- download: current

artifact: 'packages'

- task: NuGetCommand@2
displayName: 'Push NuGet Package'
inputs:
command: 'push'

packagesToPush: 'S (Pipeline.Workspace) /packages/
prereleases/* .nupkg'

nuGetFeedType: 'internal'
publishVstsFeed: 'Test'
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Now, we have to define the third stage, called PublishReleaseNuGetPackage, which
creates the release version of our package for NuGet:

- stage: 'PublishReleaseNuGetPackage'
displayName: 'Publish Release NuGet Package'
dependsOn: 'PublishPrereleaseNuGetPackage'
condition: succeeded()
jobs:

- deployment:
pool:
vmImage: 'ubuntu-latest'
environment: 'nuget-org'
strategy:
runOnce:
deploy:

steps:

- task: NuGetCommand@2
displayName: 'Push NuGet Package'
inputs:

command: 'push'

packagesToPush: 'S (Pipeline.Workspace) /packages/
releases/* .nupkg'

nuGetFeedType: 'external'

publishFeedCredentials: 'NuGet'

This stage uses a deployment job to publish the package to the configured environment
(here, this is called nuget -org). An environment is a collection of resources inside
a pipeline.

In the NuGet Command task, we specify the package to push and that the feed where
we're pushing the package to is external (nuGet FeedType). The feed is retrieved
by using the publishFeedCredentials property, set to the name of the service
connection we created.
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For this stage, we have created a new environment:

New environment K

Mame 0

nuget-org |

Description @

Enviranment for publishing the NuGet packagel

Resource
® i i None
Lol You ean add resources later
O & 4 Kubernetes
Adid Kubernetes namespace
8] Virtual machines

IManage virtual machines

Figure 4.41 - Creating a new environment
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Once the environment has been created, in order to publish it to NuGet, you need to
create a new service connection by going to Project Settings | Service Connections |
Create Service Connection, selecting NuGet from the list of available service connection
types, and then configuring the connections according to your NuGet account:

New NuGet service connection X
Authentication method

@ ApiKey

O External Azure DevOps Server

(O Basic Authentication

Feed URL

‘ https://api.nuget.org/v3/index.json

URL for the feed. This will generally end with ‘index json'. For nuget.org, use
https://api.nuget.org/v3/indexjson

Authentication

ApiKey

ApiKey (only for push).

Details

Service connection name

NuGet

Description (optional)

Security
@& Grant access permission to all pipelines

Learn more

Troubleshoot Back Save

Figure 4.42 — New NuGet service connection

With that, we have created a multi-stage build pipeline. When the pipeline is executed and
all the stages terminate successfully, you will see a results diagram that looks as follows:
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Stages Jobs

@ Build @ Publish Prerelease Nu... @ Publish Release NuGe...
1job completed 1m 7s 1 job completed 19s 1 job completed 17s
= 1 artifact El 1 check passed

Figure 4.43 — Multi-stage build pipeline executed

Now that we have understood what a multi-stage pipeline is, we'll create some pipelines
with GitHub repositories in the next section.

Building a pipeline with GitHub repositories

GitHub is one of the most popular platforms for source control management and often,
it's quite common to have scenarios where the code is stored inside a GitHub repository
and you want to use Azure DevOps for managing CI/CD.

By using Azure DevOps and the Azure Pipeline service, you can also create pipelines
for a repository stored on GitHub, thus triggering a build pipeline on every commit in
a branch inside the GitHub repository. We will do this by following these steps:

1. To use Azure Pipelines to build your GitHub repository, you need to add the
Azure DevOps extension to your GitHub account. From your GitHub page,
select the Marketplace link from the top bar and search for Azure Pipelines.
Select the Azure Pipelines extension and click on Set up a plan, as shown in the

following screenshot:

Pull requests  Issues Marketplace Explore

Marketplace ~ Apps ~ Azure Pipelines

Application

f Azure Pipelines
-

% Verified by GitHub Continuously build, test, and deploy to any platform and cloud

GitHub confirms that this app meets the

Fequirements for venfization. Azure Pipelines offers cloud-hosted pipelines for Linux, macQS, and Windows with 10 free parallel
Jjobs and unlimited minutes for open source projects.

Figure 4.44 — Azure Pipelines on GitHub - setup
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2. Select the Free plan, click the Install it for free button, and then click Complete
order and begin installation.

3. Now, the Azure Pipelines installation will ask you if this app should be available for
all your repositories or only for selected repositories. Select the desired option and

click on Install:
L ‘

Install Azure Pipelines

Install on your personal account Stefano Demiliani

¢ All repositories
This applies to all current and future repositories.

Only select repositories

..with these permissions:

v Write access to code
v Read access to metadata

v Read and write access to checks, commit statuses, deployments,
issues, and pull requests

Next: you'll be directed to the GitHub App's site to complete setup.

Figure 4.45 — Azure Pipelines on GitHub - installation
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4. You will now be redirected to Azure DevOps, where you can create a new project
(or select an existing one) for handling the build process. Here, I'm going to create
a new project:

l:' Azure DevOps

demiliani@outlook.com Switch directory
Setup your Azure Pipelines
project

Select your Azure DevOps organization

demiliani v

Create a new organization

Project name

GitHubProject

Select an existing project
Project visibility

Private '

Choosing Continue means that you agree to our Terms of

Service, Privacy Statement, and Code of Conduct.

Figure 4.46 — Setting up your Azure Pipelines project
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5. Now, you need to authorize Azure Pipelines so that it can access your

GitHub account:
L O

Azure Pipelines by Microsoft would like access to:

& Your account (demiliani)
Verify your GitHub account

@ Resources
Determine what resources both you and Azure Pipelines can access

_4“_ Actions

Enable you to trigger actions on GitHub from within Azure Pipelines

Azure Pipelines has been installed on 1 account you have access to: demiliani.

Learn more about Azure Pipelines

Authorize Azure Pipelines by Microsoft

Authorizing will redirect to
https://app.vssps.visualstudio.com

Figure 4.47 — Authorizing Azure Pipelines to access GitHub
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4 b @

B

When the necessary authorization is given, the project will be created for you on
Azure DevOps and the pipeline creation process will start. You'll be immediately
prompted to select a GitHub repository for the build from the list of available
GitHub repositories in your account:

Azure DevOps demiliani / GitHubPraject / Pipelines
GitHubProject +  Connect Select Configure Review
New pipeline
Overview .
Select a repository
Pipelines
S Filter by keywords ot
Pipelines

; demiliani/SDVisualStudioCodeExtensionPack
Environments

& mag
Releases demiliani/global-azure-2020
25 apr
Library
demiliani/afzipdeployment
Task groups 26 mar

Deployment groups demiliani/d365bcmsworkshop

20 feb

demiliani/d365bcdevopsevent

13 feb

demiliani/TailwindTraders-Website  fork

22 gen

demiliani/NAV-AzureCloudService
13 nov 2019

demiliani/AzureSqlBackupPowershell
20 set 2019

demiliani/AzureFunctionLoadCSVioAzureSQLNAY
30 mag 2019

demiliani/Powershell-Move-local-SQL-db-to-Azure-SQL

7 feb 20719

AR08 883

Figure 4.48 - Selecting a GitHub repository
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6. Here, I'm selecting a repository where I have an Azure Function project. As you
can see, Azure Pipelines has recognized my project and proposed a set of available
templates for the pipeline (but you can also start from a blank template or from
a YAML file that you have in any branch of the repository). Here, I will select
.NET Core Function App to Windows on Azure:

G Azure DevOps demiliani / GitHubProject Pipelines
B GitHubProject -F /A You selected a public repository, but this is not a public project.
Go to project settings to change the visibility of the project. Learn more
ﬂ Overview + Connect + Select Configure Review
v Pipelines New pipeline
Configure your pipeline
i S

&d  Pipelines
L Environments < }) .NET Core Function App to Windows on Azure

Build a NET Core function app and deploy it to Azure as a Windows function App.
ﬁ Releases

ASP.NET
% Library Build and test ASP.NET projects.

ASP.NET Core (.NET Framewaork)
Build and test ASP.NET Core projects targeting the full .NET Framework.

= Task groups

Deployment groups
NET Desktop

Build and run tests for NET Desktop or Windows classic desktop solutions.

Universal Windows Platform
Build a Universal Windows Platform project using Visual Studio.

Xamarin.Android
Build a Xamarin Android project.

Xamarin.iOS
Build a Xamarin.iOS project.

Starter pipeline
Start with a minimal pipeline that you can customize to build and deploy your code.

Existing Azure Pipelines YAML file
Select an Azure Pipelines YAML file in any branch of the repository.

HHEHOSOiE6060

Show more

Figure 4.49 — Configuring the pipeline

A multi-stage YAML pipeline (Build and Deploy stages) will be created for you and saved
asa YAML file (azure-pipelines.yml) inside your GitHub repository:
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0 Azure DevOps demiliani / GitHubProject / Pipelines P Search = ] @ Ay @

n GitHubProject + A Youselected a public repository, but this is not a public praject. Go to project settings to change the visibility of the project. Learn more

. Overview ~ Cannect + Select ~ Configure Review
’ Kirelines New pipeline
. . -
& Pipelines Review your pipeline YAML Variables
& Environments
€) demiliani/AzureFunctionLoadCSVtoAzureSQLNAY / azure-pipelinesyml|* =B [0 Show assistant
5 Releases
M Library 17 vmInageNama: - 'ws2@17-win2816’
1z
= Task groups 19 #-Working Directory
28 workingDirectory: - "$(System,.DefaultWorkingDirectory)/AzureFunctionloadCSVtoAzuresqL®
" Deployment groups z
22 stages:
23 --stage: -Build
24 displayName: -Build - stage
25
26 jobs:
27 --job: -Build
28 displayName: -Build
29 pool:
38 vmImage: - $(vmImageName)
31
32 steps:
Settings
33 - task: DotHetCoreCLI@2
34 displayName: -Build
35 I inputs:
36 command: - 'build’
37 projects: |
3a $(workingDirectory)/*.csproj
39 arguments: - --output-$(System.DefaultWorkingDirectory)/publish_sutput- --configuration-Release
48
Settings
41 - task: ArchiveFiles@?
42 displayName: - 'Archive files'
43 inputs:
44 rootFolderOrFile: - '$(System.DefaultWorkingDirectory)/publish_output’
45 includeRootFolder: - false
) Project settings &« 46 archiveType: zip
a7 archiveFile: - §(Build.ArtifactStagingDirectory)/$(Build.Buildld).zip

Figure 4.50 — multi.stage YAML pipeline definition
This pipeline is triggered on every commit on the master branch.

Click the Save and run button. Here, the pipeline will be queued and waiting for
an agent, then executed.

Every time you commit code inside your GitHub repository, the build pipeline on
Azure DevOps will be triggered automatically.

If you're building a public repository on GitHub, it's quite useful to show all your
users that the code inside this repository has been checked and tested with a build
pipeline. Then, you can show the result of the build. You can do that by placing

a badge in your repository.

A badge is a dynamically generated image that reflects the status of a build
(never built, success, or fail) and it's hosted on Azure DevOps.
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8. To do so, select your pipeline in Azure DevOps, click on the three dots on the right,
and select Status badge:

demiliani / GitHubProject / Pipelines / demilianiAzureFunctionloa... £ Search = ﬂ [©)] pe. Q
& demiliani.AzureFunctionLoadCSVtoAzureSQLNAV Edit .
Runs Branches Analytics Manage security

Rename/maove
Description Stages Status badge
#20200519.1 Set up Cl with Azure Pipelines ° Settings
& Individual €1 for @) ¥ master ¢ fes168c

Delete

Scheduled runs

Figure 4.51 - Status badge definition

9. From here, you can copy the Sample markdown string and place it in the Readme .
md file on your GitHub repository:

Status badge X

Branch

‘ master ~ |
Scope

’ Pipeline he l
Image URL

‘ https://demiliani.visualstudio.com/GitHubProject/_apis/build/status/demiliani. AzureFunc | [In}

Sample markdown

‘ ['[Build Status](https://demiliani.visualstudio.com/GitHubProject/_apis/build/status/demi I D

Figure 4.52 - Build status badge markdown

Every time a user accesses your repository, they will be able to see the status of the latest
build via a graphical badge:

Status badge

Figure 4.53 - Build pipeline Status badge

Next, let's look at how to execute jobs in parallel.
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Executing jobs in parallel in an Azure Pipeline

Within an Azure Pipeline, you can also execute jobs in parallel. Each job can be
independent of other jobs and can also be executed on a different agent. This will allow
you to speed up your build time and improve your pipeline's performance.

As an example of how to handle parallel jobs in a pipeline, consider a simple pipeline
where you have to execute three PowerShell scripts called Task 1, Task 2, and Final Task.
Task 1 and Task 2 can be executed in parallel, while Final Task can only be executed
when the previous two tasks are completed.

When you start creating a new pipeline (I'm using the classic editor here for simplicity),
Azure DevOps creates an agent job (here, this is called Agent Job 1). You can add your
task to this agent. By selecting the agent job, you can specify the agent pool where this task
runs. Here, I want this task to be executed on a Microsoft-hosted agent pool:

Tasks Variables Triggers Options Retention History Save & queue ) Discard = Summary > Queue
Pipeline . )
Build pipeline Agent job ® B View YAML il Remove
== Get sources
o PartsUnlimited 8 master Display name *
) . ‘ Agent job 1 |
Agent job 1 + i

£ Runon agent .
Agent selection ~

g PowerShell Script - Task 1

PowerShell Agent pool () | Pool information | Manage 12

‘ Azure Pipelines V| O

Agent Specification *

‘ windows-2019 hd |

Figure 4.54 - Agent specification
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Then, to add a new agent pool to your pipeline (for executing the other task
independently), click the three dots beside the pipeline and select Add an agent job:

Tasks

Variables  Triggers

Pipeline

Build

pipeline

== Get sources
g PartsUnlimited

£ master

Agent job 1

& Ru

n an agent

PowerShell Script - Task 1

PowerShell

Options

Retention  History

Figure 4.55 - Add an agent job

Save & queue

“) Discard = Su

|E Add an agent job

B Add an agentless job

Learn more about jobs 2
Agent selection

Agent pool @ |

[ Azure Pipelines

Now, we'll add a second agent job (here, this is called Agent job 2) that runs on
a self-hosted agent. This job will execute the Task 2 PowerShell script:

'9 Discard

i= Summary [> Queue

[B View YAML [l Remove

Tasks Variables Triggers Options Retention History | Save & queue
Pipeline .
Build pipeline Agent job @®
== Get sources : +
4 PartsUnlimited f* master Display name
) | Agent job 2
Agent job 1 +
B Run on agent

PowerShell Script - Task 1

Agent selection ~

PowerShell Agent pool () | Poolinformation | Manage
| Default N | D
Agent job 2 4
B Run on agent & Demands (D
g PowerShell Script - Task 2
Powershell Name

Condition

Figure 4.56 — Agent selection

Value
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Finally, we'll add a new agent job (here, this is called Agent Job 3) to execute the Final
Task that will run on a Microsoft-hosted agent. However, this job has dependencies from

Agent Job 1 and Agent Job 2:

Tasks Variables Triggers Options Retention

Pipeline
Build pipeline

History ‘ Save 8 queue

== Get sources

- o PartsUnlimited ¥ master

Agent job 1 +

B Run on agent

g PowerShell Script - Task 1

PowerShell

Agent job 2 +

E Run on agent

g PowerShell Script - Task 2

PowerShell

Agent job 3
B Run on agent

g PowerShell Script - Final Task

PowerShell

“) Discard

Summary > Queue

Agent Specification *

| windows-2019

Demands (O

Mame Condition

Value

+ Add

Execution plan ~
Parallelism (O

@ None

Timeout* @

O Multi-configuration O Multi-agent

[ o

Job cancel timeout* (@)

o

Dependencies A

| ~ Agentjob 1(+1)

B Agentjobi

B Agentjob?

Run thisjob (@

Only when all previous jobs have succeeded

Figure 4.57 - Agent job dependencies
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In this way, the first two tasks start in parallel and the final job will wait until the two
previous tasks are executed.

For more information about parallel jobs in an Azure pipeline, I recommend that you
check out this page:

https://docs.microsoft.com/en-us/azure/devops/pipelines/
process/phases?view=azure-devops&tabs=yaml

Agents on Azure Container Instances

If standard Microsoft-hosted agents don't fit your needs (requirements, performance, and
so on), there's also the possibility to create a self-hosted agent for Azure DevOps that runs
inside a Docker container on the Azure Container Instances (ACI) service.

You can create a build agent running on Azure Container Instances by using a custom
image or by reusing one of Microsoft's available images.pipe

To create a build agent running on ACI, you need to create a personal access token for
your Azure DevOps organization. To do so, from your Azure DevOps organization home
page, open the user settings (top-right corner) and select Personal access tokens.

When you have the personal access token for your agent, you can create an agent on ACI
by executing the following command from the Azure CLI (after connecting to your Azure
subscription):

az container create -g RESOURCE GROUP NAME -n CONTAINER NAME
--image mcr.microsoft.com/azure-pipelines/vsts-agent --cpu 1
--memory 7 --environment-variables VSTS ACCOUNT=AZURE DEVOPS
ACCOUNT NAME VSTS TOKEN=PERSONAL ACCESS TOKEN VSTS AGENT=AGENT
NAME VSTS POOL=Default

Here, we have the following:

+ RESOURCE_GROUP_NAME is the name of your resource group in Azure where this
resource will be created.

o CONTAINER NAME is the name of the ACI container.
e AZURE DEVOPS ACCOUNT NAME is the name of your Azure DevOps account.
o PERSONAL ACCESS TOKEN is the personal access token you created previously.

o AGENT NAME is the name of the build agent that you want to create. This will be
displayed on Azure DevOps.


https://docs.microsoft.com/en-us/azure/devops/pipelines/process/phases?view=azure-devops&tabs=yaml
https://docs.microsoft.com/en-us/azure/devops/pipelines/process/phases?view=azure-devops&tabs=yaml
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In this command, there are also other two important parameters:

« --image is used to select the name of the Azure Pipelines image for creating your
agent, as described here: https://hub.docker.com/ /microsoft-azure-
pipelines-vsts-agent.

e VSTS_POOL is used to select the agent pool for your build agent.

Remember that you can start and stop an ACI instance by using the az container
stopand az container start commands. This can help you save money.

Using container jobs in Azure Pipelines

In this chapter, we saw that when you create a pipeline, you define jobs, and that when the
pipeline is executed, these jobs runs on the host machine where the agent is installed.

If you're using Windows or Linux agents, you can also run a job inside a container

(in an isolated way from the host). To run a job inside a container, you need to have
Docker installed on the agent and your pipeline must have permission to access the
Docker daemon. If you're using Microsoft-hosted agents, running jobs in containers is
actually supported on the windows-2019 and ubuntu-16. 04 pool images.

As an example, this is a YAML definition for using a container job in a Windows pipeline:

pool:

vmImage: 'windows-2019'
container: mcr.microsoft.com/windows/servercore:1ltsc2019

steps:

- script: date /t
displayName: Gets the current date

- script: dir
workingDirectory: $ (Agent.BuildiDirectory)
displayName: list the content of a folder


https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent
https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent

As we mentioned previously, to run a job inside a Windows container, you need to use
the windows-2019 image pool. It's required that the kernel version of the host and the
container match, so here, we're using the 1tsc2019 tag to retrieve the container's image.

For a Linux-based pipeline, you need to use the ubuntu-16. 04 image:

pool:

vmImage: 'ubuntu-16.04"
container: ubuntu:16.04

steps:

- script: printenv

As you can see, the pipeline creates a container based on the selected image and runs the
command (steps) inside that container.

Summary

In this chapter, we provided an overview of the Azure Pipelines service and we saw
how to implement a CI/CD process by using Azure DevOps. We also saw how to create
a pipeline for code hosted in a repository by using the graphical interface and by using
YAML, as well as how to use and create build agents. We then looked at how to create

a build pipeline by using the classic editor and by using a YAML definition. We also saw
an example of a multi-stage pipeline and how to use Azure DevOps pipelines to build
code inside a GitHub repository, before looking at how to use parallel tasks in a build
pipeline to improve build performance. Finally, we learned how to create a build agent
on Azure Container Instances and how to use a container's jobs.

In the next chapter, we'll learn how to execute quality tests for our code base in
a build pipeline.
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Running
Quality Tests in
a Build Pipeline

In the previous chapter, we introduced Azure Pipelines and learned how to implement a
CI/CD process using Azure DevOps, GitHub, and containers.

In this chapter, we are going to cover how to run quality tests in a build pipeline. We

will begin by explaining what the benefits of automatic testing are. Then, we will look

at how to run unit tests in a build pipeline, how to perform code coverage testing, and
how to view the test results. Finally, we will cover how to use Feature Flags to test code in
production.

The following topics will be covered in this chapter:

 Benefits of automatic testing
« Introduction to unit testing
« Running unit tests in a build pipeline

« Introduction to code coverage testing
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 Performing code coverage testing
o Assigning test results to work items
o Introduction to Feature Flags

» Using Feature Flags to test in production

Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization. The
organization that will be used in this chapter is called the Parts Unlimited organization.
It was created in Chapter 1, Azure DevOps Overview. You also need to have Visual

Studio 2019 installed, which can be downloaded from https://visualstudio.
microsoft.com/downloads/. For the latest demo, you will need Visual Studio Code
with the C# extension installed and the .NET Core SDK, version 3.1 or later.

The source code for our sample application can be downloaded from the following link:

https://github.com/PacktPublishing/Learning-Azure-DevOps-
--B16392/tree/master/Chapter%205/RazorFeatureFlags

Benefits of automatic testing

After adding a new feature to your application, you want to know if it will work correctly,
given all the possible interactions. You also don't want to break any other features with
this new functionality and want to know if the code is easily understood by others, as well
as being maintainable.

All of this can be tested manually. But as the project and code base grows over time,
testing all these features manually can become repetitive and error-prone. This is where
automatic testing comes in.

There has always been a great deal of controversy around automatic testing. Many people
believe that testing is too expensive to create and maintain. This is indeed true when

tests are created badly. But when automatic tests are created properly, it will absolutely
lower the amount of time and costs compared to frequent manual testing or releasing
poor-quality software. Using automatic testing, your project will benefit from the ability
to release software more frequently. It can be reused and run repeatedly, delivering faster
results and feedback to the team. The earlier a bug is detected, the more cost-effective it is
to fix it.


https://visualstudio.microsoft.com/downloads/
https://visualstudio.microsoft.com/downloads/
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter%205/RazorFeatureFlags
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter%205/RazorFeatureFlags
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In conjunction with CI, where the code is automatically pushed into production,
automatic testing will protect teams from releasing bugs into their software. However,
there is a trade-off. Developers need to dedicate more time to writing and maintaining test
code. However, by investing this extra time, the outcome will be higher quality code, and
code that has been proven to function completely as expected.

There are different types of automated testing you can perform,; for instance, you can
run regression, acceptance, and security tests. In this chapter, we are going to focus on
development testing, which is also used in CI and can be done directly from the build
pipeline.

Visual Studio and Azure DevOps both offer features for testing. They are test framework-
agnostic, so you can plug in your own framework and bring third-party tools as well. You
can easily add test adapters in order to run the tests and explore the results. This can make
testing part of your daily software build process.

In the upcoming sections, we will cover unit testing and code coverage testing, which

is part of development testing. First, we will describe how to run an automatic unit test
from a build pipeline, and then how to perform code coverage and UI tests from a build
pipeline.

Introduction to unit testing

With unit testing, you break up code into small pieces, called units, that can be tested
independently from each other. These units can consist of classes, methods, or single lines
of code. The smaller the better works best here. This will give you a better view of how
your code is performing and allows tests to be run fast.

In most cases, unit tests are written by the developer that writes the code. There are two
different ways of writing unit tests: before you write the actual production code, or after.
Most programmers write it afterwards, which is the traditional way of doing things, but if
you are using test-driven development (TDD), you will typically write them beforehand.
Unit testing will also make code documentation easier. It encourages better coding
practices and you can leave code pieces to describe the code's functionality behind. Here,
you will focus more on updating a system of checks.

In the next section, we are going to cover how to run unit tests in a build pipeline.
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Running unit tests in a build pipeline

Our Parts Unlimited test project already has unit tests created. So, this is a good pick

for this demo. First, we are going to look at the application and the tests that are created.
Therefore, we have to clone the repository to our local filesystem and open the solution in
Visual Studio.

Downloading the source code

We are going to create unit tests for the web application for Parts Unlimited. First, we need
to clone the repository from Azure DevOps to our filesystem. This will allow us to add the
unit tests to it using Visual Studio Code. Therefore, we must take the following steps:

1. Open a web browser and navigate to https://dev.azure.com/.

2. Log in with your Microsoft account and select the Parts.Unlimited project. Then,
from the left menu, select Repos. This will let you navigate to the source code of the
project.

3. From the top-right menu, select Clone:

n Parts Unlimited + & PartsUnlimited H ¥ master B3 / Type tofind afile or folder...

~ B PartsUnlimited-aspnet45 Files da Set up build :
ﬂ Overview

> W docs Contents  History / 2
% Boards
> env/PartsUnlimitedEnv

i > PartsUnlimited DepValidation tame 1 Last chenge Commits
[3  Files 5 sro/PartsUnlimitedWebsite PartsUnlimited-aspnetds Sep 30, 2019 ses6ee3s Updated FullEn
¢ Commits > I test [ gitattributes Nov 18, 2015 45f7££9 Add PartsUnlim.
& Pushes [ deployment [ gitignore Nov 18, 2015 45f7FF£9 Add PartsUnlim.
¥ Branches [ gitattributes
& Tags [ gitignore
24 Pull requests Ml CONTRIBUTING.md
o ripelines deploy.cmd

3 vicense
A Test Plans

B4 PartsUnlimited sin
P Anifacts M README md

] UnitTests.playlist

Figure 5.1 - Search result

4. On the next screen, make sure that Clone in Visual Studio is selected and click the
button shown as follows:


https://dev.azure.com/
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Clone Repository X

Command line

SSH https://sjoukjezaal @dev.azure.com/sjoukj | [

Generate Git Credentials

IDE

] Clone in Visual Studio v

lows or our plug s for Intelli) Eclipse Android Studio o

Windows comm :'1-.'1-:| line
Figure 5.2 — Clone repository

Now;, Visual Studio will open. From here, we will take a brief look at the test classes
that are already in the project. For this, open the Solution Explorer window and
navigate to test > PartsUnlimited.UnitTests:

- J;l »

M- o-5s¢FE o K=
P

=] Solution 'PartsUnlimited’ (3 of 4 projects)

4 ;—l 5rc

PartsUnlimitedWebsite

4 @l test
> a1 FabrikamFiber.SeleniumTests
b &Z] PartsUnlimited.UnitTests

Figure 5.3 — Unit test project

There are different test projects available in this project. Take some time to become
familiar with what is actually being tested. The default testing framework for Visual
Studio is being used here, which is MS Test.
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7. From Visual Studio, you will be able to build and run the application. To do this,
press F5. Alternatively, from the top menu, select Debug > Start Debugging:

m File Edit View Project Build Debug Test Analyze Tools Extensions Window  Help

Windows 4

Graphics »
OrdersQueryTests.cs 4 X OrdersContr P Start Debugging 5 k
Z1 PartsUnlimited.UnitTests b Start Without De . Girl+E5

= deeshir il Attach Unity Debi

PartsUnlimit [
PartsUnlimit {@] Performance Profiler... Alt+F2

1910|cx3 1nIBS

Figure 5.4 — Unit test project

8. Once the project has been built, the website will look as follows:

Jenlilng ~ Q000

Brakes  Lighting ~ Wheels & Tires  Batteries  Oil  More

il New Arival : Bugeye Headlights (2 Pack)

ALL OIL AND FILTERS

50%

CHRISTMAS DISCOUNT

Understand Your
Engine Road Trip Tips

Arrivals

Top Selling

Figure 5.5 — Sample website

9. Go back to Visual Studio and stop the debugger.

Now that everything is working, we can start creating a build pipeline, which includes
running the unit test projects.
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Creating the pipeline
To create the pipeline, we need to go back to Azure DevOps. From there, follow these
steps:

1. From the left-hand menu, select Pipelines.

2. At the top-right of the screen, find and click New pipeline:

B rarts unlimited + o e ———
e =

ﬂ Qverview ; o
Recent All Runs T Filter pipelines
% Boards
Repos Recently run pipelines
Pipeline Last run
* Pipelines
s Pipelines O PartsUnlimitedE2E Mo runs yet
B Environments

Figure 5.6 — Creating a new pipeline

3. 'The wizard for creating a build pipeline will appear. On the first screen, select Use
the classic editor to create a pipeline using the designer:

Connect Select Configure Review

New pipeline

-
Where is your code?

Azure Repos Git | YAML

Free private Git repositories, pull requests, and code search

Bitbucket Cloud = YAML
Hosted by Atlassian

GitHub  YAML
Home to the world's largest community of developers

GitHub Enterprise Server = YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
W= (Centralized version control by Apache

| Use the classic editor to create a pipeline without YAML.|

1030 ad

Figure 5.7 — Use the classic designer option
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4. On the next screen, make sure that Azure Repos Git is selected. Keep the default
settings as they are and click Continue:

Select a source

10 o 9=

Azure Repos Git GitHub GitHub Enterprise Subversion
Server

" ©

Bitbucket Cloud Other Git

Team project

B=A Parts Unlimited ~
Repository
4 PartsUnlimited ~

Default branch for manual and scheduled

builds
& master e
Continue

Figure 5.8 - Pipeline source settings
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5. Next, we need to select a template. Select ASP.NET from the overview and click
Apply:

Select a template L Search
Or start with an @ Empty job

Configuration as code

YAML

Looking for a better experience to configure your
pipelines using YAML files? Try the new YAML pipeline
creation experience. Learn more

Featured

)

v

.NET Desktop

Build and test a .NET or Windows classic desktop
solution.

Android
Build, test, sign, and align an Android APK.

ASP.NET
Build and test an ASP.NET web application. Apply

Azure Web App for ASP.NET

Build, package, test, and deploy an ASP.NET Azure Web
App.

Docker container

Build a Docker image and push it to a container registry.

Figure 5.9 - Selecting the ASP.NET template
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6. With that, the pipeline will be created. Various tasks are added to the pipeline by
default. We are going to use these tasks here. For this demo, we are going to focus
on the Test Assemblies task. Click on this task and make sure that version 2 is
selected. Under Test selection, you will see the following settings:

é - > Parts Unlimited-ASP.NET-C|

Tasks Variables Triggers Options Retention History | Save & queue v 9 Discard = Summary [> Queue +-- /"
Pipeline . . . . i
Buiﬁj sipeline Visual Studio Test ® @ Link settings [f] View YAML

d PartsUnlimited ¥ master .
Display name *

Agent job 1 + l Test Assemblies |

&= Runon agent

. Test selection ~

e Use NuGet 4.4.1

P NuGet tool installer Select tests using* @

-e NuGet restore ‘ Test assemblies v ‘
NuGet
*

,‘I Build solution Test files O

Visual Studio build

**\*test*.dll
. - **\*TestAdapter.dll

A Test Assemblies @ i 1e\objie* P

Visual Studio Test i -

Search folder* ()

|’=} Publish symbols path —
®-F  index sources and publish symbols | $(System.DefaultWorkingDirectory) |
4 Publish Artifact Test results folder @
mmm  Publish build artifacts

| $(Agent.TempDirectory)\TestResults |

Test filter criteria ()

(O Run only impacted tests

O Test mix contains Ul tests @

Figure 5.10 - Test selection settings

7. By default, Test assemblies will be selected under Select tests using. Keep that
selected. Since we want to run our unit tests automatically, this is the option we
need to choose. Unit tests are usually stored inside an assembly.

8. Also, by default, there are some assemblies already filled in. You can make changes
to them if needed. For this demo, we will keep the default settings as they are
because the task looks for assemblies in different folders that have test in them.
Our test project is called PartsUnlimited.UnitTests, so this will be picked up by
the task.
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9. The search folder is the folder that's used to search for test assemblies. In this case,
this is the default working directory.

10. The test results folder is where test results are stored. The results directory will

always be cleaned before the tests are run.

11. We are now ready to run the test. Click on Save & queue from the top menu and
then again on the Save & queue sub-menu item to execute the build pipeline:

& - > Parts Unlimited-ASP.NET-CI

Pipeline
Build pipeline

Tasks Variables Triggers Options Retention  History | Save & queue * | ) Discard

et

== Get sources

»q PartsUnlimited

¥ master

Agent job 1

& Fun on agent

» 2 66

Use NuGet 4.4.1
P NuGet tool installer

NuGet restore
MuGet

Build solution
Visual Studio build

Test Assemblies
Visual Studio Test

Publish symbols path

Index sources and publish symbals

Publish Artifact

Fublish build artifacts

Summary  [> Queue

Visual Studio Test (@ @ Linksettings [f View YAML

Display name *

| Test Assemblies

Test selection ~

Select tests using * 0]

| Test assemblies hd |

Test files * (0]

*\*test*.dll
1**\*TestAdapter.dil
*“\ahj\** @

Search folder * (0]

‘ $(System.DefaultWorkingDirectory)

Test results folder  (7)

Figure 5.11 - Executing the build pipeline

s
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12. The wizard for running the pipeline will open. Here, you can specify a comment
and then select an Agent Pool, Agent Specification, and which Branch/tag you
would like to use:

Run pipeline 4
Select parameters below and manually run the pipeline

Save comment

Run pipeline for test results

Agent pool

Azure Pipelines v

Agent Specification *

vs2017-win2016 o
Branch/tag
§° master v

Select the branch, commit, or tag
Advanced options

Variables
3 variables defined

Demands
This pipeline has no defined demands

>
>
(J Enable system diagnostics Cancel

Figure 5.12 - Parameters for running a pipeline

13. Click Save and run to queue the pipeline.
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The overview page of the job will be displayed, which is where you can view the
status of the execution:

@© #20200608.1 Bt azure-pipelines.yml Cancel
on Parts Unlimited-ASP.NET-CI
Summary

Manually run by . Sjoukje Zaal

View 108 changes
Repository and version Time started and elapsed Related Tests and coverage
# PartsUnlimited I Just now [ 0 work items A Get started
¥ master % 5736ecc - 0 artifacts
Jobs
Mame Status Duration
© Agentjob1 Queued

Figure 5.13 — Overview of our jobs

14. After a couple of minutes, the pipeline will have completed. From the right-top
menu, under Tests and coverage, you will be able to see the pass percentage for the
tests for this build. You can click on this to navigate to the test results (alternatively,
you can navigate to it by clicking Tests from the top-left menu:

@© #20200608.1 Deleted azure-pipelines.yml m

on Parts Unlimited-ASP.NET-C| =" Retained

Summary | Tests| Code Coverage

Manually run by . Sjoukje Zaal

View 108 changes
Repository and version Time started and elapsed Related Tests and coverage
4 PartsUnlimited B9 Today at 6:07 PM 1 0 work items ) B87.5% passed
1" master % 5736ecc © 2m 3s &1 published Setup code coverage

Warnings 1

o PartsUnlimited-aspnetdSisrc\PartsUnlimitedWebsite\Controllers\ManageController.cs{135,41): Warning C51998: This async method lack...

Build solution
Jobs
MName Status Duration
© Agentjob1 Success ® 1m 57s

Figure 5.14 — Tests overview
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15. On the Tests screen, you will see the number of tests you have, as well as the tests
that passed and failed. You can also see the duration of the run from here.

16. At the bottom of the screen, you can filter by specific tests. For instance, you can
filter for tests that have been Passed, Failed, and Aborted:

@ #20200608.1 Deleted azure-pipelines.yml
on Parts Unlimited-ASP.NET-CI = Retained

Summary Tests Code Coverage

Summary -~
1 Run(s) Completed ( 1 Passed, 0 Failed )

Total tests: 16 (14 Passed, 0 Failed, 2 Others)
Pass percentage:  87.5%
Run duration: 85 410ms

Tests not reported: 0

a Bug @ Link {8 Testrun ‘& Column Options Y
W Filter by test or run name Tags ~  Testfile ~  Qwner »~  Aborted (+2) x
Test Duration | Falingsince (@@ Failed
v " TestRun_Parts Unlimited-ASP.NET-CI_20200608.1 (14/16)  0:00:08.410 . @ Aborted
B Fassed
~ AzureMLRecommendation_Exception 0:00:00.486
[0 Passed on rerun

~ AzureMLRecommendation_Result 0:00:00.287 O Not Impacted
~ OrdersQuery_IndexHelperWithNoUsemame 0:00:00.194 O Others
~ Home_Index 0:00:00.187 X Clear
~ Order_Index 0:00:00.146
~" Order_DetailWithNullld 0:00:00.080
~" Order_DetailWithOrderDetails 0:00:00.043
~" QOrder_DetailWithMoDetails 0:00:00.010
~ QOrdersQuery_IndexHelperWithUsername 0:00:00.007
~" Order_DetailWithUserMismatch 0:00:00.004
~" ProductSearch_TestStringExistingProduct 0:00:00.003
~ ProductSearch_TestStringExistingProductPartial 0:00:00.000
~ ProductSearch_TestStringMoHit 0:00:00.000
+ AzureMLRecommendation_NoResult 0:00:00.000

Figure 5.15 — Test results in more detail
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In this demonstration, we have created a build pipeline that includes automatic unit
testing for our source code. In the next section, we are going to look at code coverage
testing.

Introduction to code coverage testing

With code coverage testing, you can measure what source code for an application is going
to be tested. Code coverage testing measures how many lines, blocks, and classes are
executed while automated tests, such as unit tests, are running.

The more code that's tested, the more confident teams can be about their code changes.
By reviewing the outcome of the code coverage tests, teams can identify what code is not
covered by these tests. This information is very helpful as it reduces test debt over time.

Azure DevOps supports code coverage testing from the build pipeline. The Test
Assemblies task allows us to collect code coverage testing results. There is also a separate
task, called Publish Code Coverage Results, that can also publish these results. This task
offers out-of-the-box support for popular coverage results formats such as Cobertura and
JaCoCo.

Important Note

Cobertura and JaCoCo are both Java tools that calculate the percentage of
code that's accessed by tests. For more information about Cobertura, you can
refer to https://cobertura.github.io/cobertura/. For more
information about JaCoCo, you can refer to https: //www.eclemma.
org/jacoco/.

In the next section, we are going to look how to perform code coverage testing by using
Azure DevOps.


https://cobertura.github.io/cobertura/
https://www.eclemma.org/jacoco/
https://www.eclemma.org/jacoco/
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Performing code coverage testing

To perform code coverage testing, we need to open the build pipeline that we created in

the previous demo. Let's get started:

1. With the build pipeline open, select the Edit button in the right-hand corner:
@ rarunimied  + . parts Unlimited-ASPNET-CI e | it
ﬂ Overview Runs Branches Analytics )
% Boards
Repos Description Stages
_ #20200608.1 Deleted azure-pipelines.yml ° f3 Yesterday
* Pipelines a Manually triggered for . ¥ master ¢ 5736ecc & © 2m 3s
s Pipelines
£ Environments

Figure 5.16 — Editing the pipeline from the previous demo
2. Navigate to the Test Assemblies task to open the settings.
Under Execution settings, check the Code coverage enabled box:

& - > Parts Unlimited-ASP.NET-CI
Tasks \ariables Triggers Options Retention History | Save & queue *) Discard

Pipeline Execution options ~

Build pipeline Select test platform using  (3)

== Get sources @ Version O Specific location

W] FartsLinlimited ¥ master Test platform version (D)

Summary [> Queue

Agent job 1 +

Latest

B Runon agent

Settings file (D)

Use NuGet 4.4.1 |
P MuGet tool installer

Override test run parameters
NuGet restore P @

MNuGet ‘

Build solution

Visual Studio build Path to custom test adapters (i)
Test Assemblies o I |
Visual Studic Test =

O Run tests in parallel on multi-core machines (0]

Publish symbols path ) # OJ Run tests in isolation (@
Index sources and publish symbols H

Publish Artifact

Publish build artifacts

» WP 2 6 6

Other console options  (7)

I @ code coverage enabled @I _

D Rerun failed tests @
Advanced execution options

Figure 5.17 - Enabling code coverage testing

(O collect advanced diagnostics in case of catastrophic failures (&)

'
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3. Now, Save and queue the build, specify a save comment, and wait until the pipeline
is fully executed. The Visual Studio Test task creates an artifact that contains
.coverage files that can be downloaded and used for further analysis in Visual
Studio.

4. After executing the pipeline, on the overview page of the build, select Code
Coverage from the top menu and click on Download code coverage results. A file
with the . coverage extension will be downloaded to your local filesystem.

5. Double-click the downloaded file so that it opens in Visual Studio. From here, you
can drill down into the different classes and methods to get an overview of the test
results:

Code Coverage Results

80.67%

Figure 5.18 — Code coverage testing results in Visual Studio

In this demonstration, we enabled code coverage testing from our build pipeline. In the
next section, we are going to assign these test results to the User Stories.
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Assigning test results to work items

Once the test has run automatically and the build process has finished, you can assign the
results to work items that have been added to the backlog and sprint. For this, you must
perform the following steps:

1. Go back to the build pipeline and select the pipeline that ran last. Click Test from
the top menu.

2. For the results table, make sure that Passed is selected and that Failed and Aborted

have been deselected:

Summary Code Coverage

Summary \

1 Run(s) Completed ( 1 Passed, 0 Failed )

Total tests: 16 (14 Passed, O Failed, 2 Others)
Pass percentage:  87.5%
Run duration: 245 TTms

Tests not reported: 0
[ Bug v @ Link
Y Filter by test or run name

Test

¥~ TestRun_Parts Unlimited-ASP.NET-CI_20200610.1 (14/16)

~ AzureMLRecommendation_Exception

~" OrdersQuery_IndexHelperWithNoUsername
~ AzureMLRecommendation_Result

~ Home_Index

~ Order_DetailwithNullid

~ Order_Index

~" Order_DetailWithNoDetails

~ Order_DetailWithOrderDetails

{8 Testrun ﬁ Column Options
Tags ~  Testfile ~  Owner ~  Passed

Duration L Failing since O Frailed

0:00:24.077 Q' Aborted
B Passed
(O Passed on rerun
0:00:00.330 D Not Impacted
0:00:00.200 O oOthers
0:00:00.143 > Clear
0:00:00.060
0:00:00.056
0:00:00.017
0:00:00.016

Figure 5.19 - Selecting all the passed tests
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3. 'Then, select a couple of tests. After doing this, from the top menu, click Link:

[ Bug v {8 Testrun Z# ColumnoOptions Y
% Filter by test or run name R Tags ~  Testfile ~  Owner ~ Passed »~ X
Test Duration 1 Failing since Failing build Tags

~ ~ TestRun_Parts Unlimited-ASP.NET-CI_20200610.1 (14/16)  0:00:24.077

()} ~ AzureMLRecommendation_Exception 0:00:00.473
(-} ~ OrdersQuery_IndexHelperWithNoUsername 0:00:00.330
(] ~ AzureMLRecommendation_Result 0:00:00.200
~ Home_Index 0:00:00.143
 Order_DetailWithNullld 0:00:00.060

Figure 5.20 - Linking the items

4. Searchfor As a tester and select the work item that is displayed as a search
result:

Associate tests to work item

L As a tester X
DT Title State Assigned To
160 B As tester, | need to test th... New

Figure 5.21 - Selecting the work item

5. Click Associate to link the work item to the test result.
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6. Now, click on one of the test results that's linked to the work item. This will show
the details for this item. From here, you can click on work items from the top menu.
This will display the work item that we linked in the previous step:

AzureMLRecommendation_Exception

Result Details

~ Passed 1h ago on fv-az335 Duration 0:00:00.473
Owner not available Date started 6/10/2020, 8:05:25 AM
Date completed 6/10/2020, 8:05:25 AM

Debug Work items Attachments History

Requirements (1)

ID | Title State Assigned To

160 B As tester, | need to test the website on all the relevant broswers and d  ® New
Figure 5.22 - Linked work item

7. By clicking on that work item, you can look at its details.

In this demonstration, we covered how to link test results to work items. In the next
section, we are going to cover how to use Feature Flags to test in production.

Introduction to Feature Flags

You can use a Feature Flag to turn features in your code, such as specific methods or
sections in your code, on or off. This can be extremely helpful when you want to hide
(disable) and expose (enable) features in a solution. Features that are not complete and
ready for release yet can be hidden or exposed in the solution. This allows us to test
code in production for a subset of users. You can enable the code for a subset of users,
for instance, based on the login name of the user and let them test the features before
releasing them to others. However, there is a drawback to Feature Flags: they introduce
more complexity in your code, so it is better to constrain the number of toggles in your
application.

The recommended approach when creating Feature Flags is to keep them outside the
application. For instance, a web or app configuration file is a good place to add Feature
Flags because you can change them easily, without the need to redeploy the application
again.

In the next section, we are going to implement a Feature Flag in a .NET Core solution.
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Using Feature Flags to test in production

In this demonstration, we are going to create a new .NET Core application in Visual
Studio Code. Then, we are going to implement a Feature Flag for this application.

We are going to add a very basic Feature Flag that changes the welcome message from
Welcome to Welcome to Learn Azure DevOps. This is only going to be tested by a subset
of users. Therefore, we need to open Visual Studio Code and create a new Razor
application with .NET Core. I have created a new folder on my local filesystem called
FeatureFlags for this. Open this folder in Visual Studio Code. Check the next section
for the detailed steps.

Creating a new .NET Core application

To create a new .NET Core application, follow these steps:

1. With Visual Studio Code open, click on Terminal > New terminal from the top
menu.

2. In the Terminal, add the following line of code to create a new project:

dotnet new webapp -o RazorFeatureFlags

code -r RazorFeatureFlags

3. 'The newly created project will now open. Open the Terminal once more and add
the following line of code to test the project:

dotnet run

The output of running this code will look as follows:

~/RazorFeatureFlags
$ dotnet run
: Microsoft.Hosting.Lifetime[@]
Now listening on: https://localhost:5601
: Microsoft.Hosting.Lifetime[@]
Now listening on: http://localhost:5000
: Microsoft.Hosting.Lifetime[@]

Application started. Press Ctrl+C to shut down.
: Microsoft.Hosting.Lifetime[@]
Hosting environment: Development
: Microsoft.Hosting.Lifetime[©]
Content root path: C:\Users\SjoukjeZaal\RazorFeatureFlags

Figure 5.23 — Output in the Terminal
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Navigate to the .NET Core application by clicking on one of the localhost URLs in
the Terminal output. You will then see the following:

RazorFeatureFlags Home Privacy

Welcome

Learn about building Web apps with ASP.NET Core.

Figure 5.24 - Running the new project

The next step is to add the Microsoft . FeatureManagement NuGet package to
the project. Therefore, add the following line of code to the Terminal:

dotnet add package Microsoft.FeatureManagement

Once the package has been installed, open the Program. cs class and add the
following using statement:

using Microsoft.FeatureManagement;

Now, open the appsettings. json file. We are going create a
FeatureManagement section in this file. Replace the code inside the file with the
following:

{
'Logging': {
'LogLevel': {
'Default': 'Information',
'Microsoft': 'Warning',

'Microsoft.Hosting.Lifetime': 'Information'

'FeatureManagement': {
'ChangeBanner': false
}

'AllowedHosts!': '*!
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8. 'Then, open the Startup.cs class. Here, add the using statement again and add
the following to the ConfigureServices method:

public void ConfigureServices (IServiceCollection
services)

{
iilo oo

services.AddFeatureManagement () ;

9. Now, we can inject this into a controller, for instance. Open the code behind the
home page of the application, which can be found in the Index.cshtml. cs file,

and add the using statement again. Then, replace the IndexModel class with the
following code:

public class IndexModel : PageModel
private readonly IFeatureManager featureManager;
public IndexModel (IFeatureManager featureManager)

{

_featureManager = featureManager;

}

public static string WelcomeMessage { get; set; }

public async Task OnGetAsync ()

{

WelcomeMessage = await featureManager.
IsEnabledAsync ('ChangeBanner') ? 'Welcome to Learn Azure
DevOps' : 'Welcome';

}
}
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10. The Index.cshtml . cs class will look as follows:

~ _featureManager;
IndexModel(IFeatur n: featureManager)

_featureManager = featureManager;

> WelcomeMessage { g

lanager.IsEnabledAsync("C

Figure 5.25 — Overview of the Index.cshtml.cs file

11. Finally, open the Index.cshtml file and replace the code inside it with the
following:

<div class='text-center'>
<hl class='display-4'>@IndexModel.WelcomeMessage</hl>

<p>Learn about <a href='https://docs.microsoft.com/aspnet/
core'>building Web apps with ASP.NET Core</a>.</p>

</div
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12. This will inject the welcome message into the web page.
13. Build and run the code by opening a new Terminal window and adding the

following line of code to the Terminal:

dotnet run

14. Let the application open in the browser and open the appsettings.json
file again in Visual Studio Code. Change the ChangeBanner Feature Flag to
true and reload the website in your browser by pressing F5. This will result in the
following output:

RazorFeatureFlags Home Privacy

Welcome to Learn Azure DevOps

Learn about building Web apps with ASP.NET Core.

Figure 5.26 — Welcome message changed based on the Feature Flag provided

In this demonstration, we added some Feature Flags to our application using the
Featuremanagement NuGet package of Microsoft. Using these Feature Flags, we
changed the welcome message for the home page of the application. This concludes this
chapter.

summary

In this chapter, we covered how to run quality tests in a build pipeline in more depth.
With this, you can now run unit tests from the build pipeline and execute coverage tests
from Azure DevOps. Lastly, we covered how to create Future Flags inside an application
that you can use in your future projects as well.

In the next chapter, we are going to focus on how to host build agents in Azure Pipelines.
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Further reading

Check out the following links for more information about the topics that were covered in
this chapter:

o Unit test basics: https://docs.microsoft.com/en-us/visualstudio/
test/unit-test-basics?view=vs-2019

« Run quality tests in your build pipeline by using Azure Pipelines: https://docs.
microsoft.com/en-us/learn/modules/run-quality-tests-build-
pipeline/

« Explore how to progressively expose your features in production for some or all
users: https://docs.microsoft.com/en-us/azure/devops/migrate/
phase-features-with-feature-flags?view=azure-devops


https://docs.microsoft.com/en-us/visualstudio/test/unit-test-basics?view=vs-2019
https://docs.microsoft.com/en-us/visualstudio/test/unit-test-basics?view=vs-2019
https://docs.microsoft.com/en-us/learn/modules/run-quality-tests-build-pipeline/
https://docs.microsoft.com/en-us/learn/modules/run-quality-tests-build-pipeline/
https://docs.microsoft.com/en-us/learn/modules/run-quality-tests-build-pipeline/
https://docs.microsoft.com/en-us/azure/devops/migrate/phase-features-with-feature-flags?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/migrate/phase-features-with-feature-flags?view=azure-devops

6

Hosting Your Own
Azure Pipeline Agent

In the previous two chapters, we looked at setting up continuous integration through
Azure Pipelines while using Microsoft-hosted agents. In this chapter, we'll be building

a self-hosted agent and updating the pipeline to use our own agent, rather than using the
Microsoft-hosted one.

We will first look at the types of pipeline agents available and then dive into the technical
specifications of setting up the agent pools. We will also look at how you can use VM scale
sets for large-scale Azure DevOps projects.

We'll be covering the following topics:

 Azure pipeline agent overview

« Understanding the types of agents in Azure Pipelines

« Planning and setting up your own pipeline agent in Azure
« Updating your Azure pipeline to use your self-hosted agent
» Using containers as your self-hosted agents

« Planning for scale — using Azure VM scale sets as self-hosted agents
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Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization and an
Azure subscription to create a VM.

Getting the project pre-requisites ready: This section requires you to have the
PartsUnlimited project ready in your own DevOps organization. If you are continuing
from the previous chapter, Chapter 5, Running Quality Tests in a Build Pipeline, you should
have it already.

If you do not have the project ready in your DevOps org, you can import it using
Azure DevOps Demo Generator — https://azuredevopsdemogenerator.
azurewebsites.net/:

1. Login to the Azure DevOps Demo Generator website.

2. Enter a project name and select your DevOps organization.
3. Click on Choose Template and find PartsUnlimited.
4

Once you're ready, click Create Project:

MNew Project Name : PartsUnlimited-SelfHosted

Select Organization : PacktLearnAzureDevOps hd

Selected Template : PartsUnlimited Choose template

Create Project

Figure 6.1 — Creating a sample DevOps project
It will take a couple of minutes for the project to be imported; you can monitor the
progress using the progress bar displayed.

5. Upon completion, click on Navigate to project:


https://azuredevopsdemogenerator.azurewebsites.net/
https://azuredevopsdemogenerator.azurewebsites.net/
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Congratulations! Your project is successfully provisioned.
I MNavigate to project I

Like the tool? Share your feedback

@ Project PartsUnlimited-SelfHasted created
@ 2 teami(s) created

& Board-Column, Swimlanes, Styles updated
& Work ltems created

@ Build definition created

@ Release definition created

Figure 6.2 — Project successfully created

We'll be using this project throughout this chapter.

Azure pipeline agent overview

An Azure pipeline agent is the component responsible for executing the tasks defined in
the pipeline definition. This agent typically runs inside a VM or container and includes
the pre-requisites required for the pipeline to run successfully.

In most cases, you'll need to have an agent in order to run the pipeline. As your project
size and the number of developers grows, you will need to have more agents to support
the scale.

Each execution of a pipeline initiates a job on one of the agents, and one agent can only
run one job at a time. Azure pipeline agents can be hosted in the cloud or on-premises
in one of the following compute infrastructures:

o Server or client host (physical or virtual)
o Containers

o Azure VM scale sets (preview)

Azure pipeline agents are grouped into agent pools. You can create as many agent pools
as you require.
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Important note

Azure Pipelines supports running basic tasks, such as invoking the REST
API or Azure Function without the need to have any agents. Please

refer to https://docs.microsoft.com/en-us/azure/
devops/pipelines/process/phases?view=azure-
devopsé&tabs=yaml#fserver-jobs for more details about agentless
execution of Azure Pipelines.

Understanding the types of agents in Azure
Pipelines

Azure Pipelines offers two types of agents:

« Microsoft-hosted agents

o Self-hosted agents

Let's look at them in detail.

Microsoft-hosted agents

Microsoft-hosted agents are fully managed VMs, deployed and managed by Microsoft.
You can choose to use a Microsoft-hosted agent with no additional pre-requisites

or configurations. Microsoft-hosted agents are the simplest and are available at no
additional cost.

Every time you execute a pipeline, you get a new VM for running the job, and it's
discarded after one use.

Self-hosted agents

Self-hosted agents are servers owned by you, running in any cloud platform or data center
owned by you. Self-hosted agents are preferred due to various reasons, including security,
scalability, and performance.

You can configure your self-hosted agent to have the dependencies pre-installed, which
will help you decrease the time for your pipeline execution.


https://docs.microsoft.com/en-us/azure/devops/pipelines/process/phases?view=azure-devops&tabs=yaml#server-jobs
https://docs.microsoft.com/en-us/azure/devops/pipelines/process/phases?view=azure-devops&tabs=yaml#server-jobs
https://docs.microsoft.com/en-us/azure/devops/pipelines/process/phases?view=azure-devops&tabs=yaml#server-jobs
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Choosing between a Microsoft-hosted agent and self-hosted agents depends on various
factors, such as the following:

o The size of the code base

o The number of developers

 The build and release frequency

 The dependencies and packages required for the build process
« Security and compliance requirements

o Performance

If your code base is small and the build pipeline is optimized, it's better to use
Microsoft-hosted agents as it won't take much time to download all the dependencies on
the fly. However, if you have a large code base with numerous amounts of dependencies,
using a self-hosted agent will be a better option as you can eliminate various build
pre-creation tasks from the pipeline by configuring them in your self-hosted environment
in advance. Self-hosted agents would be the only option in the case of highly secure and
customized build pipelines that interact with other services running in your network. If
you need more CPU and memory than what is provided with Microsoft-hosted agents,
you can use self-hosted agents with your customized sizing.

It is recommended to start with Microsoft-hosted agents and move to self-hosted at
a later stage when the Microsoft-hosted agents become a bottleneck in your build and
release process.

Planning and setting up your self-hosted Azure
pipeline agent

In order to use a self-hosted agent with Azure Pipelines, you will need to set up a machine
and configure it for your pipeline requirements. Typically, you would choose an OS

version best suited for your project, considering the framework, libraries, and build tools
compatibility.

For the purpose of this demonstration, we'll be setting up a VM in Azure and will
configure it to use a self-hosted agent. You can choose to host your agent server in any
cloud or on-premises environment.
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Choosing the right OS/image for the agent VM

The first decision you take while setting up the VM is choosing the OS/image for the
server depending on your target deployment. If you are deploying in an on-premises
environment, you may just select one of the supported OS versions (such as Windows
Server 2016) and install the necessary software. In the case of cloud deployments,
you have multiple options provided in the form of images, which come in various
combinations of OS version and pre-installed tools.

It is advised that you have the agent VM specifications planned with your developers to
have them best suited for your project needs. Here is a recommended approach:

1. Identify whether your application is built to run on Windows, Linux, or macOS. If
it's cross-platform, choose the one that runs it best and has support for the build
tools you're using.

2. List down the underlying frameworks and external libraries/components used with
their versions.

3. Select the latest version of the OS version from the top-level OS selected in step 1.

4. Identify whether it is compatible and supported by the original equipment
manufacturers (OEMs) for all the dependencies listed in step 2.

5. Keep going one version down at a time and select the one that is compatible for all

the required dependencies for your project.

Based on the specifications identified in this process, you can choose to start with a vanilla
OS and install your required frameworks and build tools, or choose a pre-created image in
the cloud.

OS support and pre-requisites for installing an Azure
Pipelines agent
Azure supports various OS versions to use as a self-hosted agent; based on the OS you

choose, there is a set of pre-requisites you'll need to complete before you can install the
Azure Pipelines agent on your host.
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Supported OSes
The following list shows the supported OSes:

« Windows-based:
a) Windows 7, 8.1, or 10 (if you're using a client OS)
b) Windows Server 2008 R2 SP1 or higher (Windows Server OS)
o Linux-based:
a) CentOS 7,6
b) Debian 9
¢) Fedora 30, 29
d) Linux Mint 18, 17
e) openSUSE 42.3 or later
f) Oracle Linux 7
g) Red Hat Enterprise Linux 8, 7, 6
h) SUSE Enterprise Linux 12 SP2 or later
i) Ubuntu 18.04, 16.04
e ARM32:
a) Debian 9
b) Ubuntu 18.04
o macOS-based:

a) macOS Sierra (10.12) or higher
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Pre-requisite software
Based on the OS you choose, you will have to install the following pre-requisites before

you can set up the host as an Azure pipeline agent:

o Windows-based:

a) PowerShell 3.0 or higher
b) NET Framework 4.6.2 or higher
 Linux/ARM/macOS-based:

a) Git 2.9.0 or higher.

b) RHEL 6 and CentOS 6 require installing the specialized RHEL.6-x64 version of
the agent.

The agent installer for Linux includes a script to auto-install the required pre-requisite.
You can complete the pre-requisite by running . /bin/installdependencies.sh,
which is available in the downloaded agent directory. The downloading of the agent is
covered in the following sections of this chapter.

Important note

Please note that the preceding pre-requisites are just to install the Azure
Pipelines agent on the host; based on your application development
requirements, you may need to install additional tools, such as Visual Studio
build tools, a Subversion client, and any other frameworks that your application
might need.

Now that we have understood the pre-requisites, we will create an agent VM for our
sample project, PartsUnlimited.

Creating a VM in Azure for your project

The PartsUnlimited project is built using .NET Framework 4.5 and Visual Studio as
the primary IDE tool. You can review that by browsing through the repository in the
PartsUnlimited project in your Azure DevOps.

Looking at that, our best bet would be to use a Visual Studio-based server OS. Let's look
in Azure to explore our options here:

1. Login to the Azure portal and click + Create a resource.

2. Search for Visual Studio and select the Visual Studio images for Azure option:
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Home > New >

Marketplace =

My Saved List " "
v |}3 visual studio ® Pricing : All Operating System : All Publisher : All
Recently created
Service Providers Showing All Results
Categories - @ a a
Get Started
Visual Studio Code in Visual Studio Visual Studio 2019 Visual Studio 2019 Latest
Al + Machine Learning Browser Microsoft Microsoft Microsoft
Analyti Techlatest Visual Studio images for Azure Visual Studio images for Azure Visual Studio images for Azure
nalytics
Visual Studio Code in your browser
Elackchain
Compute V) V) V) V)
Containers S —————

Figure 6.3 - Visual Studio in the Azure portal

3. Now, you'll be able to select from the various combinations available. We'll go with
Visual Studio community 2017 on Windows Server 2016(x64):

Home » Mew > Marketplace >
Visual Studio =

Microsoft

Visual Studio < oo

Micrasoft

Select a software plan
Visual Studio Enterprise 2017 an Win.. ~ I | Start with a pre-set configuration

Visual Studio Enterprise 2017 on Windows Server 2016 (x64)

Visual Studio Enterprise 2017 on Windows 10 Enterprise N (xb4)
Overview  Plan
E— Visual Studio Enterprise 2017 (latest release) on Windows Server 2016 (xG64)

Using Visual Studio  Visual Studio Enterprise 2017 (latest release) on Windows 10 Enterprise N (x64) mages with different

Visual Studio configu | | Studi X " ith Uni | Wind & and indd X aka "RTM) version, and
the “latest” updated Visual Studio Enterprise 2015 Update 3 with Universal Windows Tools and Azure SDK 2.9 on Windows 10 Enterprise N (x64)

Microsoft Visual Stud  Visual Studio Enterprise 2015 Update 3 with Azure SDK 2.9 on Windows Server 2012 R2 testing, debugging,

Studio Integrated

hyzing code qual
Development Envir

End of Support notifi udio Lommunily

praduct after suppor

Usetul Links ) ) . ) .
visual Studio VMs Visual Studio Community 2077 (latest release) on Windows 10 Enterprise N (x64)

images for this

Visual Studio Community 2017 (latest release) on Windows Server 2016 (xi64)

Provide survey feed
Monthly Azure cred

Visual Studio Produ visual Studio Community 2015 Update 3 with Azure SDK 2.9 on Windows Server 2012 R2
Microsoft Lifecycle

Visual Studio Community 2015 Update 3 with Universal Windows Tools and Azure SDK 2.9 on Windows 10 Enterprise N (xG4)

Figure 6.4 - Visual Studio images available in Azure
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Important note

Visual Studio 2019-based images are available in the Azure portal directly in
the search results.

4. Click Create to start creating a VM. Choose the required subscription, resource
group, and other settings based on your preference.

5. In further pages, you can modify the settings to use a pre-created virtual network,
as well as customize the storage settings and other management aspects. Please
review the documentation to explore more on VM creation in Azure.

Important note

Please follow the Microsoft docs to learn more about creating a VM in Azure:
https://docs.microsoft.com/en-us/azure/virtual-
machines/windows/quick-create-portal.

6. Login to the VM upon creation and install the required pre-requisites.

Now that we have the VM ready, we'll set it up as an Azure Pipelines agent for our project.

Setting up the build agent

In this section, we'll configure the newly created VM to use as a self-hosted pipeline agent.

Setting up the agent pool in Azure DevOps

You can organize your agents in Azure DevOps as agent pools. Agent pools are a
collection of your self-hosted agents; they help you organize and manage the agents at the
pool level, rather than managing them individually.

Agent pools are managed at the organization level and can be used by multiple projects
at the same time. Let's create an agent pool to get started:

1. Login to Azure DevOps and click on Organization settings:

93 Organization settings

Figure 6.5 — Azure DevOps Organization settings


https://docs.microsoft.com/en-us/azure/virtual-machines/windows/quick-create-portal
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/quick-create-portal
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2. Click on Agent pools under Pipelines:

Pipelines

&2 Agent pools

S Settings
" Deployment pools
Il Parallel jobs

&, OAuth configurations

Figure 6.6 — Azure DevOps Agent pools

3. You will see that there are two default agent pools created. Click on Add pool to
create a new pool:

Agent pools Y Security

Name Queued jobs Running jobs

Azure Pipelines
Azure Pipelines

Default
Azure Pipelines

Figure 6.7 — Azure DevOps - adding an agent pool

4. Provide the pool type, name, description, and pipeline permissions. Under the
permissions option, you can choose to make this pool available to all pipelines and
projects at once. Click Create once you're ready:

a) --Pool type: Self-hosted
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b) --Name and Description: Give a meaningful name that you can use to refer to

later:
Add agent pool X
Agent pools are shared across an organization.
Pool type:
[ Self-hosted v ‘
Name:

‘ My Pool - VS 2017 Based ‘

Description (optional):

(O Markdown supported.

Pipeline permissions:

Grant access permission to all pipelines

Auto-provision this agent pool in all projects

Figure 6.8 — Azure DevOps - adding agent pool configuration

5. Your agent pool should be listed under Agent pools now.

We will now set up an access token for the agent VM to be able to authenticate with Azure
DevOps.

Setting up an access token for agent communication
In this task, you will create a personal access token that will be used by the Azure Pipelines
agent to communicate with your Azure DevOps organization:

1. Signin to your Azure DevOps organization with the admin user account.

2. Go to your user profile and click Personal access tokens:
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il
b
1\_\,]

Preview features

= Profile
% Time and Locale
= Notifications
&) Theme
bk Usage
5 Personal access tokens

SSH public keys

Alternate credentials

Figure 6.9 — Personal access token

Click on New token.

Provide the token specifications as given here:

--Name: Self-Hosted Agent Token.

--Organization: Your Azure DevOps organization.

--Expiration: You can choose a date as per your choice. This is only for a one-time

setup; you do not need to re-configure the agent once this token expires.

--Scope: Custom defined.

On Scope, it is recommended to only give the permissions required to manage

the agents. Click on Show all scope and select both the Read and Read & manage

permissions:

Agent Pools
Manage agent pools and agents

Read & manage

Figure 6.10 — Agent pool access
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6. Review all the settings and click Create:

Create a new personal access token X

Mame

‘ Self-Hosted Agent Token

Organization

‘ PacktLearnAzureDevOps ~

Expiration (UTC)

‘ Custom defined ~ 6/24/2021

Scopes
Authorize the scope of access associated with this token

SCOPESO Full access
@ Custom defined

Agent Pools
Manage agent pools and agents

Read Read & manage

Analytics
Read data from the analytics service

() Read

Auditing
Read audit log events, manage and delete streams.

() Read Audit Log () Manage Audit Streams () Delete Audit Streams

Build
Artifacts, definitions, requests, queue a build, and updated build properties

() Read () Read & execute

Code -
Show less scopes

Figure 6.11 - Creating a personal access token for the agent pool

7. Once you click Create, Azure DevOps will display the personal access token. Please
copy the token and save it in a secure location. If you happen to lose this token, you
must create a new token for setting up new agents.
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We will use this token when setting up the Azure Pipelines agent.

Important note

You will need to give additional permissions when creating a token if you
plan to use deployment groups (more information here: https://
docs.microsoft.com/en-us/azure/devops/pipelines/
release/deployment -groups/?view=azure-devops).

Now that we have completed the agent pool setup in Azure DevOps, we can start
installing the agent in the VM we created earlier.

Installing Azure Pipelines agents

You are now ready to install the Azure Pipelines agent on your VMs that you created
earlier. Let's download the Azure Pipelines agent. Before you start, please log in to the
VM created earlier using Remote desktop:

1. Inyour Azure DevOps account, browse to Organization Settings > Agent Pools.

2. Select your newly created agent pool and click on New agent:

@ My Pool - VS 2017 Based Update all agents

Jobs Agents Details Security Settings Maintenance History

No jobs have run on this agent pool

Run a pipeline on this agent poal to see more details

Figure 6.12 — Add agent


https://docs.microsoft.com/en-us/azure/devops/pipelines/release/deployment-groups/?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/release/deployment-groups/?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/release/deployment-groups/?view=azure-devops
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3.

On the next page, you can download the agent installer based on the OS and
architecture (x64/x32). In our example, we're using a Windows Server 2016-
based VM. We'll choose Windows and the x64 architecture. You can also copy the
download URL and use it to download the agent directly inside your self-hosted
agent machine. You can also choose to follow the installation steps given in the
Azure DevOps portal based on the OS for your agent machine:

Get the agent X
x64 System prerequisites
<86 Configure your account

Configure your account by following the steps outlined here.

Download the agent
>

Create the agent

PS C:\> mkdir agent ; cd agent
semblyMName System.IO.Compression.FileSystem ;

System.T0.Compression.ZipFile]: :ExtractToDirectory( " $HOME\Downloads\vsts
agent-win-x64-2.171.1.zip", "$PWD")

Configure the agent Detailed instructions 12

PS5 C:\agent> .\config.cmd

Optionally run the agent interactively

f you didn't run as a service above:

PS C:\agent> .\run.cmd

That's it!

More Information

Figure 6.13 — Agent commands

Tip

If you are unable to download the agent file on your Visual Studio machine,
you can use a different browser than Internet Explorer or disable Enhanced IE
Security configuration from the server manager. You can refer to https: //
www.wintips.org/how-to-disable-internet-explorer-
enhanced-security-configuration-in-server-2016/ to
learn how to disable enhanced Internet Explorer security configuration.



https://www.wintips.org/how-to-disable-internet-explorer-enhanced-security-configuration-in-server-2016/
https://www.wintips.org/how-to-disable-internet-explorer-enhanced-security-configuration-in-server-2016/
https://www.wintips.org/how-to-disable-internet-explorer-enhanced-security-configuration-in-server-2016/
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4. Launch an elevated PowerShell window and change to the C: directory root by

running the cd C:\ command:

EN Administrator: Windows PowerShell

windows Powershe ] ] .
Copyright (C) 2016 Microsoft Corporation. All rights reserved.

PS C:\Users\AzureuUsers cd C:\

PS C:\>

Figure 6.14 — Change directory

5. Run the following PowerShell commands to create an agent directory on the C drive
and extract the agent files to the new directory. Please note that you may have to
change the filename/path depending on the version of the agent you've downloaded
and the directory where you saved the downloaded file:

mkdir agent ; cd agent

Add-Type -AssemblyName System.IO.Compression.

FileSystem ;

[System.IO.Compression.

ZipFile] : :ExtractToDirectory ("$HOME\Downloads\vsts-agent-

win-x64-2.171.1.zip",

n $PWD")

6. It will take a minute or two to extract the files. Please browse to the new directory
once it's completed. You should see files as displayed in the following screenshot:

v = | agent

€« o ov

# Quick access
m Desktop
4 Downloads
¢ Documents

= Pictures
S This PC

¥ Network

Share View

» This PC » Windows (C)) > agent »

|:| MName
bin
externals

config

run

Date modified

/22/2020 4:20 PM

/22/2020 4:20 PM

(s B = N« O« 1

Figure 6.15 — Agent files

/27/2020 8:44 AM
020 8:45 AM

Type

File folder

File folder

W

Windows Command ...

Windows Command ...

Size
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7. You can run the Azure pipeline agent in two modes:
--Run Once: This will run the agent manually using the run batch file stored in
the agent directory. Your agent will stop responding to pipelines if you stop the
interactive authentication.
--Run as Service: In this version, you configure the agent to run as a Windows
service that will remain online all the time and auto-start on reboot. This is the
recommended setup for production scenarios.

8. Let's configure the agent to run as a service. In your PowerShell window, run
.\config.cmd.
This will ask a series of questions about your Azure DevOps organization.

9. Enter your Azure DevOps organization as the server URL. Typically, this would be
https://dev.azure.com/YourOrganizationName.

10. Press Enter to select PAT (Personal access token) as the authentication mechanism
for Azure DevOps.

11. Provide your personal access token generated earlier.

12. Provide the agent pool name you created earlier.

13. Provide a name for this agent.

14. Provide a working directory for the agent to choose as default.

15. Finally, press Y and hit Enter to configure to run the agent as a Windows service.

16. You can accept the default account to run the service.

17. This will complete the agent setup; at the end, you should see a message stating that

the services are started successfully:


https://dev.azure.com/YourOrganizationName
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config. cmd

dev.azure. ucumaParktLearnu._urr—DPnGp
Enter auth ter for P
Enter pers
Connecting to

Register Agent:

nt name (press enter for aqentan
scanning for tool capabﬂv'lea
nnecting_to the ser
ccessfully added the

EEI-‘I"IT'_ connection.

un agpnt e ? 5 e " for N) > ¥
Enter User account to use for nter for NT AUTHORITY\NETWORK SERVICE) >
urant'lng f1'lx= perm 0 AUTHO JORK SERVICE'.
PacktLearnAzur Poo] 7 Ba .Agent ully instal
.PacktLear i y Pool 7 Based.Age successfully set recovery option
.PacktLearn: Pool Based. successfully set to delayed auto start
PacktLearnAzureDevops Pool 7 Based.A successfully configured
t.PacktLearnAzureDe Pool 7 Based.Age 7

Figure 6.16 - Installing the agent

Now, if you look under your agent pool in the Azure DevOps portal, you should see this
agent listed:

| My Pool - VS 2017 Based Update all agents

Jobs Agents Details Security Settings Maintenance History

MName Last run Current status Agent version Enabled

Agent1-2017
oo Idle 2171.1 @ o

Figure 6.17 - Azure Pipelines agent listed
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You now have a ready-to-use, self-hosted agent for your Azure pipelines! This self-hosted
agent can be used to run your Azure pipeline jobs, and you can add as many agents as you
want in a similar fashion. You may have various types of hosted agents in one pool; the
appropriate agent for the job is automatically selected based on the pipeline requirements,
or you can select an agent specifically at execution time. Typically, in a large environment,
you'd pre-create an image of an agent server so that it is faster to provision additional
agents whenever needed. In the next section, we will update our pipeline to leverage

this newly set-up self-hosted agent. Please refer to this documentation if you wish to use
a Linux-based hosted agent: https://docs.microsoft.com/en-us/azure/
devops/pipelines/agents/v2-linux?view=azure-devops.

Refer to the following link for macOS-based agents: https://docs.microsoft.
com/en-us/azure/devops/pipelines/agents/v2-osx?view=azure-
devops.

Important note

If your self-hosted agent machine is behind a network firewall or proxy, you
must define the proxy address while installing the Azure pipeline agent. You
can do that by specifying the proxy URL, username, and password with a
config command:

./config.cmd --proxyurl http://127.0.0.1:8888
--proxyusername "myuser" --proxypassword "mypass"

Updating your Azure pipeline to use self-
hosted agents

In this section, we'll take the Azure pipeline scenario covered in the last chapters
(PartsUnlimited) and modify it to use our newly created self-hosted agent. This
will enable us to use our self-hosted agent to run the pipelines, rather than using
Microsoft-provided agents.


https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/v2-linux?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/v2-linux?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/v2-osx?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/v2-osx?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/v2-osx?view=azure-devops
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Preparing your self-hosted agent to build the Parts
Unlimited project

Before we can start using the self-hosted agent, we must prepare it to support building our
sample project, PartsUnlimited. The PartsUnlimited project is built using Visual Studio
leveraging .NET Framework, Azure development tools and .NET Core, Node.js, and so
on. In order to use our self-hosted agent for building the solution, we must install the
required dependencies prior to running the pipeline jobs:

1.
2.

Log in to your self-hosted agent VM.

Download the Visual Studio build tools with this link: https://
visualstudio.microsoft.com/thank-you-downloading-visual-
studio/?sku=BuildTools&rel=16.

This will launch Visual Studio Installer.
Select ASP.Net and Web Development and Azure Development.
Click Modify. This will start installing the required framework and tools.

Once this is completed, please download and install .NET Core 2.2. You can
download it from this link: https://dotnet .microsoft.com/download/
dotnet-core/thank-you/sdk-2.2.110-windows-x64-installer.

You can find all the NET downloads here: https://dotnet .microsoft.
com/download.

Install Azure PowerShell by running the following commands in an elevated
PowerShell window:

[Net.ServicePointManager] : : SecurityProtocol = [Net.
SecurityProtocolType] : : Tlsl2

Install-Module AzureRM -AllowClobber

Install Node.js version 6.x from https://nodejs.org/download/release/
v6.12. 3. You can download the file named node-v6.12.3-x64 .msi and
install it using the interactive installer.

Your host is now ready to build the PartsUnlimited solution.


https://visualstudio.microsoft.com/thank-you-downloading-visual-studio/?sku=BuildTools&rel=16
https://visualstudio.microsoft.com/thank-you-downloading-visual-studio/?sku=BuildTools&rel=16
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https://dotnet.microsoft.com/download/dotnet-core/thank-you/sdk-2.2.110-windows-x64-installer
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Running the Azure pipeline

In this task, we'll now run the pipeline job to build the PartsUnlimited solution using our
own self-hosted agents:

1. Login to the Azure DevOps portal and browse to the PartsUnlimited project.

2. Browse to Pipelines:

B3 Partsuniimited-SelfHo...

E Overview
EE Boards

Repos
f Pipelines

Pipelines

o | B

Environments

£

Releases

0% Library

ifi

Task groups

Deployment groups

A Test Plans
! Artifacts

Figure 6.18 — Azure Pipelines
3. Open the pre-created pipeline named PartsUnlimitedE2E.
4. Click on Edit Pipeline.

5. In the pipeline, change the agent pool to your newly created agent pool:
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& - > PartsUnlimitedE2E

Tasks Variables Triggers Options Retention History | E save & queue ~ ) Discard = Summary [> Queue ---
Pipeline
Build pipeline
Name *
== Get sources

o PartsUnlimited i* master PartsUnlimitedE2E

Agentpool* (i) | Poolinformation | Manage 2

Phase 1 +

£ Run on agent

Publish Artifact
Publish build artifacts

'e NuGet restore Hosted
P NuGet Installer o
> Azure Pipelines
,‘I Build solution Private
Visual Studio build
Default (Mo agents)
Test Assemblies
P visual Studie Test &F My Pool - V5 2017 Based
. Learn more =
h Copy Files
Copy files

Figure 6.19 — Selecting an agent pool for the pipeline

6. Save the pipeline. You can also choose to run it after saving by selecting Save &
queue:

& - > PartsUnlimitedE2E

Tasks Variables Triggers Options Retention History 5] Save & queue v~ )

Pipeline Bl Save & queue
Build pipeline
o J = Save |
== Get sources B Save as draft
> PartsUnlimited £° master

Figure 6.20 - Saving the pipeline
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7. Now, we are ready to execute the pipeline. Click on Run pipeline:

& PartsUnlimitedE2E Edit -

Runs Branches Analytics Y

A\

. ﬁ
L Xl
AN\l

Get started and run this pipeline for the first time!

Figure 6.21 - Running the pipeline

8. Under Agent pool, change the pool name to the agent pool you configured in the
previous section and click Run:

Run pipeline X
Select parameters below and manually run the pipeline
Agent pool

My Pool - VS 2017 Based N ‘
Branch/tag

29 master s ‘

Select the branch, commit, or tag
Advanced options

Variables >
3 variables defined

Demands >
This pipeline has no defined demands

() Enable system diagnastics Cancel -

Figure 6.22 - The Run pipeline wizard
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9. 'This will start executing the pipeline job on your self-hosted agent. This may take a
few minutes to complete:

Jobs
MName Status Duration
@ Phase1 Running © 47s

Figure 6.23 - The Azure pipeline Jobs logs

10. You can click on the job name to view the logs in real time.

You've now completed setting up an Azure pipeline, which is using a VM-based self-
hosted pipeline agent for running the jobs.

Using containers as self-hosted agents

Azure Pipelines supports using Docker containers as the compute target for running
pipeline jobs. You can use both Windows containers (Windows Server Core/Nano Server)
and Linux containers (Ubuntu) to host your agents.

In order to connect the container to your Azure DevOps organization, you'll need to
pass a few environment variables, such as the agent pool name, personal access token,
and so on.

Setting up Windows containers as Azure pipeline
agents

In order to use Windows containers as Azure pipeline agents, you need to build the
container image first and then run it with your Azure DevOps organization environment
variables. Let's look at the process.

Building the container image

Follow these steps to build the container image:

1. Launch Command Prompt and run the following commands:

mkdir C:\dockeragent
cd C:\dockeragent
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2. Create a new file named Dockerfile (no extension) and update it with the
following content. You can use Notepad to open the file:

FROM mcr.microsoft.com/windows/servercore:1ltsc2019
WORKDIR /azp
COPY start.psl .

CMD powershell .\start.psl

3. Create a new PowerShell file with the name start . ps1 and copy the content
from here: https://github.com/PacktPublishing/Learning-Azure-
DevOps---B16392/blob/master/Chapter-6/start.psl.

4. Run the following command to build the container image:

docker build -t dockeragent:latest.

Your container image is now ready to use. You can use dockeragent as the image name
to refer to this image. Optionally, you can save this image in your container repository.

Running the Azure Pipelines agent container

Now that you have a container image ready, you can use it as the pipeline agent by
running the container.

Launch a Command Prompt window and run the following command. Be sure to update
the Azure DevOps organization URL, token, and agent name:

docker run -e AZP URL=<Azure DevOps instance> -e AZP TOKEN=<PAT
token> -e AZP AGENT NAME=mydockeragent dockeragent:latest

Your container-based Azure pipeline agent is now ready to use. If you want to use

a container for one job and re-create it every time, you can use the —-once flag to use
one container for running one job only and use a container orchestrator such as
Kubernetes to re-create the container as soon as it finishes executing the current job.

Important note

Refer to the Microsoft docs - https://docs.microsoft.com/
en-us/virtualization/windowscontainers/about/ - for
additional details about Windows containers.



https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/blob/master/Chapter-6/start.ps1
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In the next section, we'll take a look at setting up Linux-based containers as Azure
Pipelines agents.

Setting up Linux containers as Azure Pipelines agents

In order to use Linux containers as Azure pipeline agents, you can either use the Docker
image published by Microsoft on Docker Hub or build your own Docker image.

Microsoft's Azure pipeline agent image is available here: https://hub.docker.
com/ /microsoft-azure-pipelines-vsts-agent. You can directly run this
image with environment variables, including information about your Azure DevOps
organization:

docker run \
-e VSTS ACCOUNT=<name> \
-e VSTS TOKEN=<pat> \

-it mcr.microsoft.com/azure-pipelines/vsts-agent

Alternatively, you can also choose to build your own Docker image to use for your
Pipelines agents. The process is similar to building an image for Windows containers.
Please refer to the Microsoft docs here - https://docs.microsoft.com/en-us/
azure/devops/pipelines/agents/docker?view=azure-devops - for
reference to the entry point script.

Using Azure Container Instances as agents

Azure Container Instances (ACI) is a managed service to run Windows and Linux
containers in the Azure cloud. If standard Microsoft-hosted agents don't fit your needs
(requirements, performances, and so on) and you do not have sufficient infrastructure
to host the container on-premises, you can use ACI to create a self-hosted agent for
Azure DevOps.

You can create a build agent running on ACI by using a custom image or reusing one of
Microsoft's images that are available.

You'll need the Azure DevOps account name, personal access token, and agent name
to run an Azure pipeline agent in ACI. When you have the required details, you can
create an agent on ACI by executing the following command from the Azure CLI
(after connecting to your Azure subscription):

az container create -g RESOURCE GROUP NAME -n CONTAINER NAME
--image mcr.microsoft.com/azure-pipelines/vsts-agent --cpu 1
--memory 7 --environment-variables VSTS ACCOUNT=AZURE DEVOPS


https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent
https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/docker?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/pipelines/agents/docker?view=azure-devops
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ACCOUNT NAME VSTS TOKEN=PERSONAL ACCESS TOKEN VSTS AGENT=AGENT
NAME VSTS POOL=Default

Here, we have the following:

RESOURCE_GROUP_NAME is the name of your resource group in Azure where you
want to create this resource.

CONTAINER NAME is the name of the ACI container name.
AZURE DEVOPS ACCOUNT_ NAME is the name of your Azure DevOps account.
PERSONAL_ACCESS_TOKEN is the personal access token previously created.

AGENT NAME is the name of the build agent that you want to create and that will be
displayed on Azure DevOps.

In this command, there are also other two important parameters:

The - -image parameter is used to select the name of the Azure Pipelines image
for creating your agent, as described here: https://hub.docker.com/ /
microsoft-azure-pipelines-vsts-agent.

The VSTS_POOL parameter is used to select the agent pool for your build agent.

Remember that you can start and stop an ACI instance by using the az container
stopand az container start commands, and this can help you save money.

Let's take a look at some of the additional environment variables you can use with Azure
pipeline agent-based containers.

Environment variables

Azure DevOps pipeline agents running on containers can be customized further by using
additional environment variables. The environment variables and their purposes are
described as follows:

AzZP_URL: The URL of the Azure DevOps organization
AZP_TOKEN: Personal access token

AZP_ AGENT NAME: The name of your Azure pipeline agent
AZP_POOL: Agent pool name (default value is Default)

AZP_WORK: Work directory (default value is _work)


https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent
https://hub.docker.com/_/microsoft-azure-pipelines-vsts-agent
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In this section, we learned about using containers as your Azure pipeline agents for
executing your pipeline jobs.

Planning for scale - Azure VM scale sets as
Azure pipeline agents

Azure VM scale sets are an Azure service that allow you to create and manage hundreds
of identical VMs with the ability to automatically or manually scale the number of VMs.
Azure VM scale sets can be used as Azure pipeline agents in a large-scale project where
you need elastic capacity based on your Azure pipeline job execution workload.

Azure VM scale sets support up to 1,000 VMs in one scale set.

Planning for scale

Azure VM scale set-based agents can be auto-scaled based on your Azure Pipelines jobs
demand at a given time. There are several reasons why scale set agents can be a better
option, rather than using dedicated agents:

+ You need more computer power (CPU and memory) at a certain time and this
requirement fluctuates based on workload.

» Microsoft-hosted agents are not able to meet your pipeline requirements.
 Your job runs for a long time or takes time to complete.

 You wish to use the same agent for various jobs consecutively to take advantage of
caching and so on.

» You don't want to run dedicated agents all the time as these incur costs.
+ You want to regularly update the image of VMs running jobs.
Azure VM scale sets can automatically increase/decrease the number of pipeline agents

available based on the current demand of Azure Pipelines. This helps you save money;,
as well as supports your scaling requirements.
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Creating an Azure VM scale set

In this section, we'll create an Azure VM scale set to use as an Azure pipeline agent. Please
note that Azure Pipelines requires the scale set to be created with certain configurations,
so you may not be able to use an existing scale set:

1. Login to the Azure portal and click on + Create a resource.

2. Search for Virtual machine scale set:

Microsoft Azure £ Search resources, services, and docs (G+/

“ " Home >

—|— Create a resource N ew
* Home

[E] Dashboard

L virtual machine scale| e
i= All services
Virtual machine scale set
K FAVORITES
EEE Al resources i
HH Get started Windows Server 2016 Datacenter
Quickstarts + tutorials
[ *] Resource groups

Recently created

Figure 6.24 — A VM scale set in the Azure portal
3. Click Create.
4. Fill in the values as described here:
--Subscription: Choose the subscription on which you wish to deploy this scale set.
--Resource group: Choose an existing resource group or create a new one.
--Virtual machine scale set name: Identifier of your choice.

--Region: The Azure region of your choice; it is reccommended to choose the one
closest to you.

--Availability zone: Recommended to choose all three for high availability.

--Image: Choose a supported Windows or Linux image for the Azure Pipelines
agent.

--Azure Spot instance: Can help in minimizing cost. Refer to https://azure.
microsoft.com/en-us/pricing/spot/ for details.

--Size: The VM size for your agents.


https://azure.microsoft.com/en-us/pricing/spot/
https://azure.microsoft.com/en-us/pricing/spot/
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--Authentication: Username/password or SSH key:

Home > New > Virtual machine scale set >

Create a virtual machine scale set

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage
all your resources.

Subscription * L ~ |

L

Scale set details

Resource group * | (New) Scaleset-piplines ~ ]

Create new

Virtual machine scale set name * | AzurePipelines-ScaleSet v |
Region * | (Asia Pacific) Southeast Asia ~ ]
Availability zone © | None v ]

Instance details

Image * © | Ubuntu Server 18.04 LTS v
Browse all public and private images

Azure Spot instance @ O Yes ® No

Size* © | Standard_D2_v3 - 2 vcpus, 8 GiB memory ($91.25/month) v
Select size

Administrator account

Authentication type @ @ Password O SSH public key

Username * @© | AzureUser \/l
Password * (O | ssssssssnsne \/|
Confirm password * © | ------------ v |

< Previous Il Mext : Disks > ”

Figure 6.25 — Creating a VM scale set

5. Click Next: Disks >.

6. You can customize the disk performance tier and encryption settings, and add
additional disks if required. If you're unsure, accept the defaults and click Next.
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7. On the networking page, you can choose to connect the scale set to an existing
virtual network if your scale set needs to access any of your network resources
securely. Please ensure that Use a load balancer is set to No for the Azure Pipelines
scale set. Once configured, click Next:

Load balancing

You can place this virtual machine scale set in the backend pool of an existing Azure load balancing solution. Learn more

Use a load balancer O Yes @ No

Figure 6.26 — Azure VM scale set load balancing settings

8. On Scaling, provide an initial instance count and keep Scaling policy to Manual.
Leave the other settings as the default and click Next:

Create a virtual machine scale set

Basics  Disks  MNetworking Scaling  Management Health  Advanced Tags  Review + create

An Azure virtual machine scale set can automatically increase or decrease the number of VM instances that run your
application. This automated and elastic behavior reduces the management overhead to monitor and optimize the performance
of your application. Learn more about YMSS scaling

Instance

Initial instance count * © l 2 ]

Scaling

Scaling policy © @ Manual O Custom

Scale-In policy

Caonfigure the order in which virtual machines are selected for deletion during a scale-in operation.
Learn more about scale-in policies.

Scale-in policy Default - Balance across availability zones and fault domains, then delete V...

Figure 6.27 - Scale set settings

9. On Management, ensure that Upgrade mode is set to Manual. Leave the other
settings as the default and click Next:

Upgrade policy

Upgrade mode * (O | Manual - Existing instances must be manually upgraded

Figure 6.28 — Scale set upgrade policy
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10. On the Health and Advanced Setting page, optionally change any settings you want
to customize for your environment. Click Review and Create once you're ready to
start creating the scale set.

11. Once the validation is successful, click Create to start the deployment.

It may take a few minutes for the deployment to complete. Please wait while the
deployment finishes. One the VM scale set is ready, we'll set it up to be used as an Azure
Pipelines agent.

Setting up Azure pipeline agents with VM scale set
In the last section, we created a VM scale set. Now, we will set that up as an Azure pipeline
agent:
1. Login to your Azure DevOps organization and browse to Project Settings > Agent
Pools.
2. Click on Add Pool.
3. Fill in the values as defined here:
--Pool Type: Virtual machine scale set
--Project for Service Connections: Choose your Azure DevOps project
--Azure Subscription: Select the Azure subscription where you created the VM

scale set:

Add agent pool X
Agent pools are shared across an organization.
Pool type: ®

[ Azure virtual machine scale set (Preview)

Project for Service Connections:

I PartsUnlimited-SelfHosted

Azure subscription:
‘ I— AV

This subscription requires authorization

-

Figure 6.29 - Adding an agent pool for the scale set
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Click Authorize to enable access to your Azure subscription. You may be asked to
log in to your Azure account in this process.

Once authenticated, select an existing VM scale set and fill in the values as
described here:

--The name and description of your choice for this agent pool.
--Optionally, configure the scale set to delete the VM after each execution.
--The maximum number of VMs.

--The number of agents to keep as standby. While this can help you in completing
jobs quickly, it may increase your Azure cost.

Click Create once you have filled in all the values:

Virtual machine scale set:

‘ AzurePipelines-ScaleSet ~

MName:

‘ Scale-Set-Agents

Description (optional):

(@ Markdown supported.

Pool options:

() Automatically tear down virtual machines after every use
() Preserve machines with failed runs for diagnostics
Maximum number of virtual machines in the scale set
s

Number of agents to keep on standby

o

Pipeline permissions:

[ﬂ Grant access permission to all pipelines]

® Auto-provision this agent pool in all projects ~

Figure 6.30 — Creating a scale set-based agent pool
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7. Your agent pool creation will now start. Please note that it may take around 15
minutes before your agent pool is ready to take up the jobs. You should see the
agents live in your agent pool upon completion:

A Scale-Set-Agents

Jobs Agents Details Security Settings Maintenance History

Name Last run Current status Agent version Enabled

azurepipe000004
® Online

Idle 21711 @ o

azurepipe000005
® Online

Idle 21711 @ o

Figure 6.31 — Agents

Once your agent pool is ready, you can update your Azure pipeline to start using this pool
for job execution.

Summary

In this chapter, we looked at using Microsoft-hosted agents and self-hosted agents to run
your Azure pipeline jobs. We dug deep into the process of setting up a self-hosted agent
and updated our pipelines to use the self-hosted agent.

We also looked at how you can use Docker containers, Azure container instances, and
Azure VM scale sets as your Azure pipeline agents. With this chapter, you should be able
to plan and implement the appropriate pipeline agent solution for your projects

In the next chapter, we'll learn about Artifacts in Azure DevOps.






Section 3:
Artifacts and
Deployments

In this section, we are going to cover how to use artifacts with Azure DevOps and how to
deploy your applications using pipelines.

This section contains the following chapters:

o Chapter 7, Using Artifacts with Azure DevOps
o Chapter 8, Deploying Applications with Azure DevOps
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Using Artifacts with
Azure DevOps

In the previous chapter, we covered how to host build agents in Azure Pipelines. In this
chapter, we are going to cover how to use artifacts with Azure DevOps. We will begin by
explaining what artifacts are. Then, we will look at how to create them in Azure DevOps,
as well as how to produce the artifact package from a built pipeline. Next, we are going to
cover how to deploy the feed using a release pipeline. Then, we are going to cover how to
set the feed permissions and how to consume the package in Visual Studio. Finally, we are
going to cover how to scan for package vulnerabilities using WhiteSource Bolt.

The following topics will be covered in this chapter:

+ Introducing Azure Artifacts

« Creating an artifact feed with Azure Artifacts

+ Producing the package using a build pipeline

« Publishing the package to the feed from a build pipeline
 Configuring the feed permissions from the feed settings

« Consuming the package in Visual Studio from the Artifacts feed

« Scanning for package vulnerabilities using WhiteSource Bolt
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Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization. The
organization we'll be using in this chapter is the PartsUnlimited organization, which
we created in Chapter 1, Azure DevOps Overview. You also need to have Visual Studio
2019 installed, which can be downloaded from https://visualstudio.
microsoft.com/downloads/.

The source code for our sample application can be downloaded from https: //
github.com/PacktPublishing/Learning-Azure-DevOps---B16392/
tree/master/Chapter%207.

Introducing Azure Artifacts

It is likely that every developer has used a third-party or open source package in

their code to add extra functionalities and speed up the development process of their
application. Using popular, pre-built components that have been used and tested by the
community will help you get things done more easily.

Functionalities, scripts, and code that have been built by various teams in your
organization are often reused by other teams and in different software development
projects. These different artifacts can be moved into a library or package so that others can
benefit from this.

There are different ways to build and host these packages. For instance, you can use NuGet
for hosting and managing packages for the Microsoft Development platform or npm for
JavaScript packages, Maven for Java, and more. Azure Artifacts offers features so that you
can share and reuse packages easily. In Azure Artifacts, packages are stored in feeds. A
feed is a container that allows you to group packages and control who has access to them.

You can store packages in feeds that have been created by yourself or other teams, but

it also has built-in support for upstream sources. With upstream sources, you can

create a single feed to store both the packages that your organization produces and the
packages that are consumed from remote feeds, such as NuGet, npm, Maven, Chocolatey,
RubyGems, and more.


https://visualstudio.microsoft.com/downloads/
https://visualstudio.microsoft.com/downloads/
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter%207
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It is highly recommended to use Azure Artifacts as the main source for publishing
internal packages and remote feeds. This is because it allows you to keep a comprehensive
overview of all the packages being used by the organization and different teams. The feed
knows the provenance of all the packages that are saved using upstream resources; the
packages are saved into the feed even when the original source goes down or the package
is deleted. Packages are versioned, and you typically reference a package by specifying the
version of the package that you want to use in your application.

Many packages allow for unrestricted access, without the need for users to sign in.
However, there are packages that require us to authenticate by using a username and
password combination or access token. Regarding the latter, access tokens can be set to
expire after a given time period.

In the next section, we are going to look at how to create an Artifact Feed in Azure
DevOps.

Creating an artifact feed with Azure Artifacts

In this demo, we are going to create an artifact feed in Azure Artifacts. Packages are stored
in feeds, which are basically organizational constructs that allow us to group packages

and manage their permissions. Every package type (NuGet, npm, Maven, Python, and
Universal) can be stored in a single feed.

For this demonstration, we are going to use our PartsUnlimited sample project again and
add a new artifact feed to the project. To do this, perform the following steps:
1. Open a web browser and navigate to https://dev.azure.com/.

2. Log in with your Microsoft account and from the left menu, select Artifacts. Then,
click the + Create Feed button.


https://dev.azure.com/
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3. In the Create new feed dialog box, add the following values (make sure that

Upstream sources is disabled; we are not going to use packages from remote feeds
in this chapter):

Create new feed X
Feeds host your packages and let you control permissions.
Name

PartsUnlimited_Feed
This name will appear in the URL for your fee
Visibility

Members of sjoukjezaal
@ Any member of your organization can view the packages in this feed

Specific people

O Only users you grant access to can view the packages in this feed

Upstream sources
[ Include packages from common public sources
For example: nuget.org, npmjs.com

Scope

@ Project: Parts Unlimited (Recommended)

The feed will be scoped to the Parts Unlimited project. Learn more.

O Organization

Figure 7.1 — Creating a new feed

4. Click the Create button.

With that, we have created a new feed so that we can store our packages. In the next
section, we are going to produce a package using a build pipeline.

Producing the package using a build pipeline

Now that we have created our feed, we are going to create a build pipeline that
automatically creates a package during the build of the project. For this example, you can
use the sample project provided in this book's GitHub repository. This sample project
consists of all the models from the PartsUnlimited project. We are going to add all the
models to a package and distribute it from Artifacts. This way, you can easily share the
data model across different projects.

The first step is to import the GitHub repository into the PartsUnlimited organization in
Azure DevOps.
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Adding the sample project to the PartsUnlimited

repository

To add the sample models project to the PartsUnlimited repository, perform the

following steps:

1. Navigate to the PartsUnlimited project in Azure DevOps and go to Repos > Files.

2. Select Import repository from the PartsUnlimited dropdown:

PacktieamDevOps Parts.Unlimited © PartsUnimited

A Filtar repositories

upbderged json Akshay H

@ PartsUnlimited d I* master
? Bm PartsUnlimited-aspnetds Files 9 bacotnlied
[7 gitateributes Contents Hi =+ MNew repository /
Name T & Manage repositorics -
B PartsUnlimited-aspretds Sep 30, 2019 2 Updated FullEnvi
O gitattributes Mov 18 2015 ABFTFFFS Add PartsUnlimited source Calin Dembaovsky
[ .gitignare Mo 18, 2015 AEFTFFFY Add PartsUnlimited source Colin Dembavsiy

Figure 7.2 — Importing a repository

3. Enter the URL of the source repository into the Clone URL box and add a name for

your new GitHub repository:

Import a Git repository X
Repository type

Q) Git ~
Clone URL *

https://github.com/SjoukjeZaal/LearnAzureDevOps.git

() Requires Authentication

Name *

PartsUnIimited.Modeli

Figure 7.3 - Specifying the repository's URL
4. Click Import.
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5.  Once the project has been imported, the repository will look as follows:

© PartsUnlimited.Models : 1° master B3 / Type tofind a file or folder...
> Ba ws/PartsUnlimited.Models/v16 Files id Setup build [ESEELE
> packages Contents  History &
> PartsUnlimited Models
Name T Last change Commits
B PartsUnlimited Models.sln
M: READMEmd ws/PartsUnlimited Models/v16 Yesterday 48f300a7 Added project ...
packages Yesterday 48f300a7 Added project ...
PartsUnlimited.Models Yesterday 48F388a7 Added project ...
BR PartsUnlimited Models.sin Yesterday 48f380a7 Added project ...
ML README.md Yesterday abdl3gde first commit Sjo...

Figure 7.4 — Repository in Azure DevOps

Now that we have imported the PartsUnlimited.Models project into an Azure DevOps
repository, we can use in a build pipeline to create a NuGet package of it.

In the next section, we are going to create a build pipeline that will automatically package
our project into an Artifact package.

Creating the build pipeline
Now that the project has been added to the repository, we can create the build pipeline.
To do this, perform the following steps:

1. Navigate to Azure DevOps and open the PartsUnlimited.Models project once
more. From the left menu, click on Pipelines.

2. Click on New pipeline from the top-right menu and select Use the classic editor
on the first screen of the wizard.

3. On the second screen, set the properties shown in the following screenshot and
click Continue:
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Select a source

®

g | O

Azure Repos Git GitHub

" o

Bitbucket Cloud Other Git

Team project
B3 Parts.Unlimited
Repository

4 PartsUnlimited.Models

Default branch for manual and scheduled

builds

¥ master

Continue

GitHub Enterprise

\

Subversion

Figure 7.5 - Selecting a source

Select ASP.NET on the next screen of the wizard and click Apply. With that, the

Build pipeline will be created. Click on the + sign on the right-hand side of Agent
job 1 and search for NuGet.

Pipeline

Build pipeline
z= Get sources
o PartsUnlimited P master
Agent job 1

£ Runon agent

Use NuGet 4.4.1

o NuGet tol installer

MNuGet restore
NuGet

Build solution
Visual Studio build

Test Assemblies

Visual Studio Test

Publish Artifact

Publish build artifacts

» 0 B 5 &

Publish symbols path

Inclex sources and publish symbols

Add the NuGet task to the pipeline:

Add tasks

) Refresh

.ro nuget

'e NuGet

Rastore, pack, or push NuGet packages,
or run a NuGet command. Supports
NuGet.org and authenticated feeds like
Azure Artifacts and MyGet. Uses
NuGetexe and works with NET
Framework apps. For NET Core and
-MET Standard apps, use the MET Core

task.

by Microsoft Corporation

Add

@ Learn maore

'e MNuGet authenticate

re N

Figure 7.6 - Adding the NuGet task
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6. Reorder the tasks and drag the NuGet task so that it's after the Build Solution task.
Delete the Test Assemblies method since we don't have any tests in this project:

Agent job 1 +

£ Run on agent

¥ Use NuGet 4.4.1
a B NuGet tool installer

¢ NuGet restore

NuGet

Build solution
ﬂ Visual Studio build
(=)

NuGet pack ® i
NuGet i

Publish symbols path

Index sources and publish symbols

>

f Publish Artifact
- Publish build artifacts

Fig. 7.7 — Reordering the tasks
7. Make the following changes to the settings of the newly added task:
--Display name: NuGet pack
--Command: pack
--Path to csproj or nuspec file(s) to pack: ** /* . csproj

8. After making these changes, the task will look as follows:
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NuGet @ @ Link settings  [[ View YAML ]

Task version 2+ v

Display name *
MNuGet pack

Command* (@

pack V

Path to csproj or nuspec file(s) to pack * 0]

" .Lspro|
Configuration to package (O

$(BuildConfiguration)

Package folder (O

$(Build ArtifactStagingDirectory)

Pack options
Advanced v
Control Options

Output Variables
Figure 7.8 — Configuring the task

9. Next, let's set the versioning of the package. A recommended approach to
versioning packages is to use Semantic Versioning. Expand the Pack Options
section and add the following values to set up versioning:

--Automatic package versioning: Use the date and time
--Major: 1

--Minor: 0

--Patch: 0

--Time zone: UTC

10. From the top menu, select Save & queue and then Save and run.

The build pipeline will now run successfully. In the next section, we are going to publish
the PartsUnlimited.Models NuGet package that we created in the first demo to our feed.
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Publishing the package to the feed from a
build pipeline

Now that we've built the application and the package from our build pipeline, we can
publish the package to the feed that we created in our first demo.

For this, we need to set the required permissions on the feed. The identity that the
build will run under needs to have Contributor permissions on the feed. Once these
permissions have been set, we can extend our pipeline to push the package to the feed.

Setting the required permissions on the feed

To set the required permissions, we need to go to the settings of our feed:

1. Log in with your Microsoft account and from the left menu, select Artifacts.

2. Go to the settings of the feed by selecting the Settings button from the
top-right menu:

(@ You can now search for packages across feeds. Try searching for a package in the search box. Learn more. X

PacktLearnDev... + Create Feed § Connecttofeed W Recycle Bin @ &

Connect to the feed to get started

© Connect to feed

Learn more about Azure Artifacts

Figure 7.9 — Opening the feed's settings
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Then, click on Permissions from the top menu and click on + Add users/groups:

PacktLearnDevOps > Feed settings

Feed details Permissions Views Upstream sources -+ Add users/groups
User/Group Role Inherited
[PacktLearnDevOps]\Project Collection Administrators Owner v
Project Collection Build Service (PacktLearnDevOps) Contributor
[PacktLearnDevOps]\Project Collection Valid Users Reader v

Figure 7.10 - Feed permission settings

4. Add the build that has the same name as the project, which in my case is the Parts.

5.

Unlimited Build Service identity:

Add users or groups

Users/groups
e Parts.Unlimited Build Service (PacktLearnDevOps) N
Role

O Owner
@ Contributor
O Collaborator
O Reader

Figure 7.11 - Adding the build identity
Click Save.

Now that the identity of the build pipeline has the required permissions on the feed,
we can push the package to it during while it's being built.

Publishing the package

We are now ready to extend our build pipeline and push the package from it to the feed.
To do this, we need to perform the following steps:

1.

Navigate to Azure DevOps and open the PartsUnlimited.Models project. Click on
Pipelines in the left menu.

Select the build pipeline that we created in the previous step and click on the Edit
button, which can be found in the top-right menu.
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3. Click on the + button again next to Agent job 1 and search for NuGet. Add the task
to the pipeline.

4. Drag the newly added task below the NuGet task that we created in the previous
step. Make the following changes to the settings of the task:

--Display name: NuGet push
--Command: push

--Path to NuGet package(s) to publish: $ (Build.
ArtifactStagingDirectory) /**/* .nupkg; !$ (Build.
ArtifactStagingDirectory) /**/*.symbols.nupkg

--Target feed location: This organization/collection
--Target feed: PacktLearnDevOps
5. After making these changes, the task will look as follows:

Pipeline . ) )
EunlI::J pipeine NuGet @ & Link settings m View YAML El
== Get sources Task version | 2.* w
#J PartsUnlimited Models §* master
Agent job 1 + Display name
B Runon agent | NuGet push ‘
* Use NuGet 4.4.1 Command* (@
o NuGet tool installer
push £ |
NuGet restore
HuGet Path ta NuGet package(s) to publish* ()
#g) Build solution $(Build ArtifactStagingDirectory)/**/* nupkg:1$ (Build.Arifactst
Visual Studio build agiﬂg[]im:l e o bols.nu
. NuGet pack Target feed location * (D
NuGet
(®) This organization/collection
L) H
e NuGet push o E O External NuGet server (including other accounts/collections)
Targetfeed* (@D
a Publish symbols path
= Index sources and publish symbols PacktLearnDevOps ~ | O
4 Publish Artifact O Allow duplicates to be skipped @
am Publish build artifacts
Advanced v

Control Options
Output Variables ~

Figure 7.12 - Adding a NuGet push task

6. From the top menu, select Save & queue and then Save and run. Wait until the
build pipeline has finished successfully.

7. Finally, let's check whether the package has been successfully published. Click on
Artifacts from the left menu. You will see that the package has been pushed to
the feed:
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Parts.Unlimited @©  You can now search for packages across feeds. Try searching for a package in the search box. Learn more. X
ﬂ Overview PacktLearnDev... ‘ + CreateFeed ¥ Connecttofeed T Recycle Bin & B ¥
% Boards

Y Filter by keywords View ™~  Source v X
Repos

Package Views Source Last pushed Description Downloads
Q Pipelines

. .

a PartsUnlimited. Models This feed 3m ago Description Lo

Version 1.0.0-C1-20200628-08:

A Test Plans
! Artifacts

Figure 7.13 — Pushed package

Now that we have a package with models, we can use it in our Visual Projects. In the next
section, we are going to create an application and consume the package from the feed in
Azure DevOps.

Consuming the package in Visual Studio from
the Artifacts feed

Now that our PartsUnlimited.Models package has been pushed to our feed in Artifacts,
we can consume this package from Visual Studio. In this section, we are going to create
a new console app in Visual Studio and connect to the feed from there.

Therefore, we need to perform the following steps:

1. Open Visual Studio 2019 and create a new .NET Core console application:

Configure your new project - °

Console App (NET Core) Console C# Linux macOS Windows

Project name
AzureArtifacts
Location
C\Users\SjoukjeZaal\source\repos
Solution name @

AzureArtifacts

D Place solution and project in the same directory

Create

Figure 7.14 - Creating a new console package
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2. Once the application has been created, navigate to Azure DevOps and from the left
menu, select Artifacts.

3. From the top menu, select Connect to feed:

PacktLearnDev... ~ + Create Feed | Connecttofeed | B Recycle Bin

% Filter by keywords View ™

Package Views Source Last pushed Description

. L
B .IPartsUnInlmlted.Models. This feed Sunday Description

Version 1.0.0-C1-20200628-08.
Figure 7.15 — Connect to feed

4. On the next screen, select Visual Studio from the list. We are going to use these
settings to set up the machine in the next step:

@  You can now search for packages across feeds. Try searching for a package in the search box. Learn more. *
& Connecttofeed b Visual Studio Get the tools
PacktlearnDevOps Learn about restoring packages
NuGet S - - P - - -
@  First time using Azure Artifacts with Visual Studio on this machine? Getthe tools X
. dotnet
Machine setup
'a MNuGet.exe
On the Tools menu, select Options > NuGet Package Manager > Package Sources. Select the green plus in the upper-right corner
and enter the name and source URL below,
g visual studio

Name

npm PacktlLearnDevOps
m npm Source

https://pkgs.dev.azure.com/P ps/ kagi 4 uget/v3/index.json

Maven Mote: You need to do this on every machine that needs access to your packages. Use the MuGet.exe instructions if you want to complete setup once
and chedk it into your repositony.
’ Maven
-
() Gradle Restore packages
On the Tools menu, select Options > NuGet Package Manager > Package Manager Conscle. Find a package you want to use, copy
Python the Package Manager command, and paste it in the Package Manager Console.
PIP pip For example:
Install-Package NUnit
o‘ twine

Figure 7.16 — Visual Studio machine setup

5. Navigate back to the console app in Visual Studio. Then, from the top menu, select
Tools > NuGet package manager > Manage NuGet Packages for Solution:
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2 AzureArtifacts

> @ solution Explorer

Figure 7.17 - NuGet package installer
6. To add the feed to the project, click on the settings icon:

Manage Packages for Solution

Pac e nuget.ong -

NewtonsoftJson @ by lames New
.MET is a popular high

Microsoft.Extensions.Logging

q infrastructure default imple

Figure 7.18 — NuGet settings

7. Click on the + sign in the top-right menu and specify the following values to add
the feed:

--Name: LearnAzureDevOps.

--Source: Copy the feed URL from the machine's setup into Azure DevOps. In
my case, this is https: //pkgs.dev.azure.com/PacktLearnDevOps/
packaging/PacktLearnDevOps/nuget/v3/index. json.
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The outcome of adding these values will look as follows:

Options ? X
Search Options (Ctrl+E) e Package sources:
> Cross Platform ~ nuget.org
b Database Tools https://apinuget.org/v3/indexjson
» F# Tools LearnAzureDevOps
» Graphics Diagnostics https://pkgs.dev.azure.com/PacktLeamDevOps/_packaging/PacktLearnDe...
b IntelliCode

b Live Share

b Live Unit Testing

» Nodejs Tools

4 NuGet Package Manager

General

Package Sources Machine-wide package sources:
b Office Tools Microsoft Visual Studio Offline Packages
b Office Tools (Web) C\Program Files (x86)\Microsoft SDKs\NuGetPackages\
b Python

b Service Fabric Tools

» Snapshot Debugger
b SQL Server Tools Name: ‘LearnAzureDevOps |

b Test v | Source: ‘packaging[Pack‘tLearnDevOps/nuget,v'v?:/index.json| lilf Update i

‘ OK ‘ ‘ Cancel ‘

Figure 7.19 — Adding the feed's package source
8. Click Update and then OK.

9. Now, we can consume the feed in our application. In the NuGet package manager,
select the package source that we just added. Make sure that Include prelease is
selected since this package hasn't been released yet:

MNuGet - Solution & X Program.cs

Installed Updates Conso e Manage Packages for Solution

P~ 5 ce: LeamAzureDevOps = 6’1

Figure 7.20 — Selecting the package source

10. Select the package and install it in the project.
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11. Now, we can reference the package in our code and use the model classes. Add
a using statement and create a new CarItem by replacing the code in the
Program. cs file with the following:

using System;

using PartsUnlimited.Models;

namespace AzureArtifacts

{

class Program

{
static void Main(stringl[] args)

{

Console.WriteLine ("Hello World!") ;

CartItem caritem = new CartItem()

{

CartId = "1",
Count = 10,
DateCreated = DateTime.Now,

Product = new Product ()

{

Title

"Productl"

b

ProductId = 21

In this demonstration, we consumed the package that is automatically built and released

from the feed. In the next and last section of this chapter, we are going to look at how to
scan a package for vulnerabilities using WhiteSource Bolt.
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Scanning for package vulnerabilities using
WhiteSource Bolt

WhiteSource Bolt can be used to scan packages for vulnerabilities directly from the build
pipeline. It is a developer tool for scanning for security vulnerabilities in application code,
as well as open source applications and packages. It offers extensions that can be installed
through the Azure DevOps marketplace and through GitHub. WhiteSource Bolt can be

downloaded free of charge, but this version is limited to five scans per day, per repository.

Important Note

For more information about WhiteSource Bolt, you can refer to the following
website: https://bolt.whitesourcesoftware.com/.

In this section, we are going to install the extension in our Azure DevOps project and
implement the tasks that come with it into our existing build pipeline. Let's get started:

1. Open a browser and navigate to https: //marketplace.visualstudio.
com/.

2. Search for WhiteSource Bolt in the search box and select the WhiteSource
Bolt extension:

v Visual Studio | Marketplace

Visual Studio Visual Studio Code Azure DevOps Subscriptions

Whitesource bolﬂ X

3 Results Showing: All categories v Hosted On: Any -~
WhiteSource Bolt WhiteSource for Azu Wrapper above WS-
WhiteSource é. 15.9K WhiteSource é,Z.?K Anton é,BZ
Detect & fix security Detect & fix security An Azure DevOps
vulnerabilities, problematic vulnerabilities, problematic Build/Release Task to perform
open source licenses. open source licenses and... execute WhiteSource unifie...
%k %k I FREE Y % %k ke FREE FREE

Figure 7.21 - Installing WhiteSource Bolt


https://bolt.whitesourcesoftware.com/
https://marketplace.visualstudio.com/
https://marketplace.visualstudio.com/
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3. Install the extension in your DevOps organization by selecting the organization and
clicking the Install button:

@ o

QOrganization Done

Select an Azure DevOps organization

| PacktLearnDevOps e |

For Azure DevOps Server

Download

Figure 7.22 - Installing the extension in your organization

4. Once you've installed the package, navigate back to Azure DevOps > Pipelines.
You will see that WhiteSource Bolt has been added to the menu. Select it:

Parts.Unlimited +

ﬂ Overview Recent All Runs 5 Filter pipelines

% Boards
Repos
* Pipelines

Recently run pipelines

Pipeline Last run

. #20200628.3 « Added project B Sunday
° Parts.Unlimited-ASPNET-Cl . & 1m 22
i Pipelines R, Manually triggered for {f ¥ master mess
. . #20200626.2 « Deleted PartsUnlimited.Models.sin % Frida
& Environments © rartsuniimitedeae h . ® o
& Individual CI for . ¥ master T 16s
5 Releases
WY Library
% Task groups
"#* Deployment groups

IEE| WhiteSource Bolt I h
A Test Plans

B Artifacts

Figure 7.23 - WhiteSource Bolt menu item
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5.  On the Settings screen, specify a work email address, company name, and country.
Then, click the Get Started button:

You're almost there. FAQ | Documentation | Cont

The Full WhiteSource

Want to get alerts on vulnerable open source I ts, outdated libraries and license compliance issues in your project?
Complete this form and let’s roll!

Work Email *
sjoukje.zaal@
Company Name
LearnDevOps
If you are a freelance developer, enter 'Self Employed'

Country *
[United States. ~]

If you have a Benefits Code, please email boltazure @whitesourcesoftware.com with your code and work email so that we can activate your benefit.

Get Started

Figure 7.24 — WhiteSource Bolt settings

6. We can now use WhiteSource Bolt tasks in our pipeline. Select the build pipeline
that we created in section Creating the build pipeline. Now, edit the pipeline.

7. Add a new task to the pipeline again, just like we did in the in Creating the build
pipeline section, and search for WhiteSource Bolt. Add the task to the pipeline:

Pipeline

Build p & | hit bolt x
Add tasks U Refresh £ whitesource bo

== Get sources
o PartsUnlimited.Models 1* master \

i @A WhiteSource Bolt

igent]nl:ﬂ + i t B fix security

= Run on agent -

y Use NuGet 4.4.1
B R NuGet tool installer Marketplace ~

er{Get restore WhiteSource Bolt
NuGEL

Detect & fix  security
problematic open source i

Build solution

Wisual Studio build

MNuGet pack

NuGet

8 & 6

NuGet push

NuGet

Publish symbols path

Index sources and publish symbole

Publish Artifact

Publish build artifacts

> 20

Figure 7.25 - Adding the WhiteSource Bolt task
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8. Drag the task below the Build solution task since we want to scan the solution
before the package is packed and pushed into the Artifact feed. This will look

as follows:

z= Get sources
od PartsUnlimited. Models

Agent job 1

£ Runonagent

568 L6

e

Use NuGet 4.4.1

P2 NuGet tool installer

NuGet restore
NuGet

Build solution
Visual Studio build

WhiteSource Bolt
WhiteSource Bolt

NuGet pack

NuGet

NuGet push
NuGet

¥ master

Task version  20* ~

+ Display name *

‘ WhiteSource Bolt |

Root working directory ()

(D Advance settings ©

Control Options v

Output Variables ~

Figure 7.26 — Overview of the build pipeline

You don't have to specify any configuration values; this task will run without them.

From the top menu, select Save & queue and then Save and run. Wait until the
build pipeline has finished successfully.
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11. Go to the top menu once more and select WhiteSource Bolt Build Support. There,
you will see an overview of the scan:

© #20200630.1 Added project [ Run new |

on Parts.Unlimited-ASP.NET-Cl # Retained

Summary Code Coverage WhiteSource Bolt Build Report

FAQ | Decumentation | Contact Support
Security

Vulnerability Score Vulnerable Libraries Severity Distribution Aging Vulnerable Libraries

Higho

SECURE e
Low 0
I?«I‘: Known Sulnerable " n n n

Vulnerabilities | (0 Outdated) 0 Vulnerable Libraries =90 <90 <30
Days Days Days

Mo security vulnerabilities found

License Risks and Compliance

License Distribution (6) License Risk Distribution

License Risk Level Occurrences

W Apache 2.0 Low 21

W MIT o 15

B Microsoft NET Library 10

M Suspected MIT 4

B Microsoft ASP.NET MVC 3 Tools Update 1

W Microsoft ASP.MET Web Pages 2 1 I
36 0 0 16

Low  Med High Unknown

c
3
-

Qutdated Libraries (22) show

Inventory (53) show
Figure 7.27 - WhiteSource Bolt vulnerability report

With that, we have installed the WhiteSource Bolt extension and scanned our solution
for vulnerabilities before packaging and pushing the NuGet package to our feed in Azure
Artifacts.

This concludes this chapter.
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Ssummary

In this chapter, we looked at Azure Artifacts in more depth. First, we set up a feed and
created a new NuGet package using the model classes in the PartsUnlimited project.
Then, we created a build pipeline where we packed and pushed the package to the feed
automatically during the build process. Finally, we used the WhiteSource Bolt extension
from the Azure marketplace to scan the package for vulnerabilities.

In the next chapter, we are going to focus on how to deploy applications in Azure DevOps
using release pipelines.

Further reading

Check out the following links for more information about the topics that were covered in
this chapter:

o Whatis Azure Artifacts?: https://docs.microsoft.com/en-us/azure/
devops/artifacts/overview?view=azure-devops

+ Get started with NuGet packages in Azure DevOps Services and TFS:
https://docs.microsoft.com/en-us/azure/devops/artifacts/
get-started-nuget?view=azure-devops


https://docs.microsoft.com/en-us/azure/devops/artifacts/overview?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/artifacts/overview?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/artifacts/get-started-nuget?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/artifacts/get-started-nuget?view=azure-devops
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Deploying
Applications with
Azure DevOps

In previous chapters, we saw how you can automate your development processes by using
build pipelines for your code. But an important part of the software life cycle is also the
release phase. In this chapter, we will cover an overview of release pipelines; we'll see how
to create a release pipeline with Azure DevOps and how you can automate and improve
the deployment of your solutions by using release approvals and multi-stage pipelines.

We will cover the following topics in this chapter:

An overview of release pipelines

Creating a release pipeline with Azure DevOps

Configuring continuous deployment on a release pipeline
Creating a multi-stage release pipeline

Using approvals and gates for controlling your release process
Using environments and deployment groups

Using YAML-based pipelines for release
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Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization. The
organization used in this chapter is the PartsUnlimited organization we created in
Chapter 1, Azure DevOps Overview.

An overview of release pipelines

Release pipelines permit you to implement the continuous delivery phase of a software
life cycle. With a release pipeline, you can automate the process of testing and deliver your
solutions (committed code) to the final environments or directly to the customer's site
(continuous delivery and continuous deployment).

With continuous delivery, you deliver code to a certain environment for testing or quality
control, while continuous deployment is the phase where you release code to a final
production environment.

A release pipeline can be triggered manually (you decide when you want to deploy your
code) or it can be triggered according to events such as a code commit on the master
branch, after the completion of a stage (for example, the production testing stage), or
according to a schedule.

A release pipeline is normally connected to an artifact store (a deployable component for
an application and output of a build). An artifact store contains a set of artifacts for a build
(distinct artifact versions), and a release pipeline takes these artifacts and provisions the
needed infrastructure and steps for deploying the artifacts.

A release pipeline (exactly as we saw in Chapter 4, Understanding Azure DevOps Pipelines,
for the build pipeline definition) is composed of different stages (parts of the pipeline that
can run independently), and each stage is composed of jobs and tasks.

A schema of a release pipeline is as follows:
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/ Artifact sources \ / Release pipeline \
—! QA1
Artifact 1

Artifact 2

N y €

4

Figure 8.1 - Release pipeline schema

As you can see in the preceding diagram, a release pipeline starts from artifacts (the
output of a successfully completed build) and then moves between stages, executing jobs
and tasks.

In Azure DevOps, a release pipeline is executed according to the following steps:

1. When a deployment request is triggered, Azure Pipelines checks whether a
pre-deployment approval phase is required and eventually sends approval
notifications to the involved people in a team.

When approved, the deployment job is queued and waits for an agent.
An agent that is able to run this deployment job picks up the job.

The agent downloads the artifacts as specified in the release pipeline definition.

ok »

The agent runs the tasks defined in the deployment job and creates a log for
each step.

6. When the deployment for a stage is completed, Azure Pipelines executes a post-
deployment approval (if present).

7. 'The deployment then goes to the next stage.
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In a release pipeline, an artifact is deployed to an environment (where your final
application will run), and these environments can be the following:

« A machine on your corporate network

o A virtual machine in the cloud

o A containerized environment, such as Docker or Kubernetes
« A managed service, such as Azure App Service

o A serverless environment, such as Azure Functions

A way to define an Azure Pipelines environment is with a YAML file, where you can
include an environment section that specifies the Azure Pipelines environment where
you'll deploy your artifact, or by using the classic UI-based editor

In the next section, we'll see how to define a release pipeline with the Azure DevOps Ul
in detail.

Creating a release pipeline with Azure DevOps

The final goal for implementing a complete CI/CD process with DevOps is to automate
the deployment of your software to a final environment (for example, the final customer),
and to achieve this goal, you need to create a release pipeline.

A release pipeline takes the build artifacts (the result of your build process) and deploys
those artifacts to one or more final environments.

To create our first release pipeline, we'll use the PartsUnlimited web application project
previously deployed on Azure DevOps:

1. To create a release pipeline with Azure DevOps, click on Pipelines on the left menu,
select Releases, and then click on New release pipeline:
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PartsUnlimited Ir 52 Search all pipelines
ﬂ Overview =B W + MNew
-+ Mew release pipeline
Boards

Import release pipeline

m Repos
@ Pipelines

Fipelines

Environments

B B E

Releases

WL Library

Task groups

-1

Deployment groups

Figure 8.2 - Creating a new release pipeline

2. In the Select a template list that appears on the right, you have a set of available
templates for creating releases for different types of applications and platforms. For
our application, select Azure App Service deployment and click Apply:

demiliani PartsUnlimited Pipelines / Releases

Seect empae

All pipelines > ¥ New release pipeline Or start with an iy Empty job

Pipeline  Tasks Variables  Retention  Options  History Featured

@ Azure App Service deployment
Deplay your application to Azure App Service, Choase from

B Web App on Windows, Linux, containers, Function Apps, or
Artifacts | -+ Add Stages | -+ Add - WebJobs.

Deploy a Java app to Azure App Service
Deploy 8 lava application to an Azure Web App.

; y
4 Addan PG [ & | stagel I__/R\ Deplay a Node s app to Azure App Service
" artifact i \ 2 ) Select a template t ) Deploy a Mede,s application to an Azure Web App.
Deploy a PHP app to Azure App Service and
Azure Database for MySQL
c] ?‘;Tesc;fle Deploy a PHP application to an Azure Web App and

database to Arure Database for MyS0L
Deploy a Python app to Azure App Service
and Azure database for MySQOL

Deploy & Python Diengo, Botthe, or Flask application to an
Azure ‘Web App and database to Azure Database for
My3SaL

Deploy to a Kubernetes cluster

© @ @ B

Dwploy, configure, update your containerized applications
1o a Kubemetes chuster,

IIS website and SQL database deployment

Deployment Group: Deploy ASPNET or ASPNET Core web
applications to an 1IS Website and SOL database on physical
o virtual machines (VM)

Figure 8.3 — Release pipeline template selection
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3. Now, provide a name for the stage that will contain the release tasks. Here, I'm
calling it Deploy to cloud:

All pipelines > ¥ New release pipeline B Save & Create release

View releases

Pipeline @ Tasks v Variables  Retention  Options  History

Stage [i] Delete < Move v

Artifacts | + Add Stages | + Add v Deploy to cloud
8 Properties ~

Name and owners of the stage

7N 1 Stage name
geAddian % | Deploy to cloud 4 R\\ £
artifact \R @ 1job, 1task K W \ Deploy to cloud
T/ \I Stage owner

@ Stefano Demiliani X

o] Schedul
(@] schedie

Figure 8.4 — Stage name

4. In the Stages section, click on the 1 job, 1 task link. Here, you need to provide the
settings of the Azure web app environment where your application will be deployed,
such as your Azure subscription and the App Service instance (web app) where the
code will be deployed:

All pipelines > % New release pipeline Save ¥ Createrelease = Viewreleases -+-

Pipeline  Tasks v Variables  Retention  Options  History

Deploy to cloud

Deployment process Stage name

‘ Deploy to cloud |

Run on agent +

£ Runon agent

Parameters @ | < Unlink all

Azure subscription* @ | Manage 2
Deplay Azure App Service

Azure App Service deploy ‘ Visual Studio Enterprise v ‘ O

@ Scoped to subscription "Visual Studio Enterprise’

This field is linked to 1 setting in ‘Deploy Azure App Service'

App type @

‘ Web App on Windows v

App service name * @

‘ partsunlimitedsdwebapp v O

Figure 8.5 — Stage settings
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You have now defined the stage of your release pipeline (single-stage). In the next section,

we'll see how to specify the artifacts for your release pipeline.

Defining artifacts for a release pipeline

Artifacts are all the items (output of a build) that must be deployed in your final
environment, and Azure Pipelines can deploy artifacts that come from different artifact

sources:

1. To select artifacts, on the main release pipeline screen, click on Add an artifact:

All pipelines > " New release pipeline

Pipeline  Tasks Variables  Retention  Options  History

Artifacts | + Add Stages | + Add v

Add an &z

Deploy to cloud
artifact Q

1 job, 1 task

+

Schedule
O not set

Figure 8.6 - Adding an artifact to a release pipeline
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2. Inthe Add an artifact panel, you have Source type automatically set to Build (this
means that you're deploying the output of a build pipeline). Here, you need to select
the build pipeline that you want to use as the source (the name or ID of the build
pipeline that publishes the artifact; here, I'm using the PartsUnlimited E2E build
pipeline) and the default version (the default version will be deployed when new
releases are created. The version can be changed for manually created releases at the
time of release creation):

All pipelines > CloudReleaseP... > " New release pipeline Add an artifact
Pipeline  Tasks ~ Variables Retention Options History Source type
b3 ® ) ®
Artifacts | -+ Add Stages | + Add + Build Azure Repas ... Gitkub TRVE

5 more artifact types

. Propect * 0]
:ldd an artifact i D:F;[?y;:: coue A Panctinlimited -
Source (build pipeline) * (0]
L PartsUnlimitedE2E e
© :.\o(‘s\e';J : Default version * (D)
Latest hd

Source alias* (D)

_PartsUnlimitedE2E

(D) The artifacts published by rach version will be avalable for deplayment in release pipelines. The

stul bukd of JE2E pukiished the following anifacts: drop.

Figure 8.7 - Add an artifact

3. Click on the Add button to save the artifact configuration, and then click on the
Save button in the top-right corner to save your release pipeline:
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All pipelines > ¥ New release pipeline
Save

Pipeline  Tasks - Variables Retention  Options  History

Artifacts | + Add Stages | |+ Add

Save x

_PartsUnlimited-

d ~pipeli

emo-pipeline @ Folder does not exist. Felder with the given path will be created on save
Folder *
Schedule | CloudReleaseFioel - l

@ not set \CloudReleasePipeline

Comment

Figure 8.8 — Saving a release pipeline

Your release pipeline is now ready. In the next section, we'll see how to create the Azure
DevOps release process.

Creating the Azure DevOps release
After defining our release pipeline (stages and artifacts), we need to create a release. A

release is simply a run of your release pipeline:

1. To create a release, on the release pipeline definition page, click on the Create
release button in the top-right corner:

All pipelines > CloudReleaseP... > % New release pipeline E save = View releases

Pipeline  Tasks v Variables  Retention  Options  History

Stages | + Add v

(46 Deploy to cloud
R

Schedule
@ not set

Figure 8.9 - Creating a release
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2. On the Create a new release page, accept all the default values (you need to have a
successfully completed build with artifacts created), and then click on Create:

Create a new release X
New release pipeline

# Pipeline ~
Click on a stage to change its trigger from automated to manual.

& Deploy to clo

Stages for a trigger change from automated to manual. (@

[ »
B Artifacts ~
Select the version for the artifact sources for this release

Source alias Version

_PartsUnlimitedE2E 20200626.1 v

Release description

Figure 8.10 — Creating a release

3. A new release is now created, and you will see a green bar indicating that:

All pipelines > CloudReleaseP... > ¥ New release pipeline
@ Release Release-1 has been created

Pipeline  Tasks ~  Variables Retention Options  History

Stages | + Add v :

% | Deploy to cloud
1 job, 1 task

i Schedule '
' not set '

Figure 8.11 — Release created
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4. Now, you can click on the release name (here, it is Release-1) and you will be
redirected to the details of the release process:
mom . -
7~ New release pipeline > Release-1 v
Pipeline  Variables History ‘ —+ Deploy v (O Cancel U Refresh  # Edit v
| Release Stages :
: Manually triggered P Deploy to cloud E
i by @ Stefano Demiliani ; ; ® Succeeded E
| 26/6/2020, 14:11 . ;
on 26/6/2020, 14:13
Artifacts
E _PartsUnlimitedE2E o E
; 20200626.1 b :
% master
Figure 8.12 — Release details
5. Ifyou click on the stage, you can see the details of each step:
"% New release pipeline * Release-1 > Deploy to cloud v
< Pipeline Tasks Variables Logs Tests | & Deploy () Cancel  © Refresh & Download all logs ./ Edit s
SDuiElgiment process Run on agent Started: 26/6/2020, 14:12:06
Pool: Azure Pipelines - Agent: Hosted Agent =+ 1m 15s
Run on agent
Succeeded
@ Initialize job - succeeded 4s
@ Download artifact - _PartsUnlimitedE2E - drop - succeeded 4s
@ Deploy Azure App Service - succeeded i} 1m 5s
@ Finalize Job - succeeded <1s

Figure 8.13 - Details of the stage

You have completed your first release pipeline. Here, we have triggered it manually. In the

next section, we'll see how to use variables in your pipeline.
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Using variables in a release pipeline

In a release pipeline, you can also use variables and variable groups to specify variable
parameters that can be used in your pipeline tasks. To specify a variable for your release
pipeline, select the Variables tab and specify the name and value of your variable:

All pipelines > " PartsUnlimitedE2E B Save

Pipeline Tasks Retention  Options  History

Pipeline variables

% Filter by keywords Scope

Variable groups

Predefined variables 2 Hink Volug
HostingPlan puleZe
ResourceGroupMame ASPDOTNET
ServerName pule2e58ad48ad
WebsiteName pule2e58ad48ad
WebsiteName m pule2e58ad48ad
WebsiteName pule2e58ad4B8ad

Figure 8.14 - Release pipeline variables

You can then use the variables in your pipeline's tasks by using the $ (VariableName)
notation, as in the following screenshot:

All pipelines > ¥ PartsUnlimitedE2E B Save & Createrelease = View releases
Pipeling  Tasks Variables  Retention Options  History
Dev e MAzure resource group deployment ® [0 View vAML @ Remove
Deplayment process
fo Taskversion 2+ hd
Dev i .
B Run on agent + Display name
| Arure D |
Azure Deployment
m] P Azuire resource geoup deployment Azure Details ~
. Azure subscription * | Ma e
Azure App Service Deploy © e
e Azure App Service deph I ]
e R e cerey Visual Studic Enterprise hd O
@ Scoped to subscription Visual Studia Enterprise’
Action* (D
Create or update resource group hd

Resource group * o

$(ResourceGrouphame) el O

Location * (D)

West Europe hd O
Template ~
Template location *

Linked artifact A

Figure 8.15 - Using a variable in a release pipeline task
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Using variables is recommended if you have parameters that change on your pipeline. In
the next section, we'll see how to configure triggers for continuous deployment.

Configuring the release pipeline triggers for
continuous deployment

To automate the continuous deployment of your application, you need to configure
triggers in your release pipeline definition:

1. To do that, click on the Continuous deployment trigger icon in the pipeline's
Artifacts section:

All pipelines > CloudReleaseP... > * New release pipeline

Pipeline  Tasks v Variables ~ Retention  Options  History

Artifacts | + Add Stages | + Add v

Continuous deployment trigger

_PartsUnlimitedE2 % Deploy to cloud Q
E jo) 1 job, 1 task

Schedule
© not set

Figure 8.16 — Continuous deployment trigger
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2. In the Continuous deployment trigger panel, enable it to automatically create a
new release after every successfully completed build and select a branch filter (for
example, the build pipeline's default branch):

All pipelines > CloudReleaseP... » % New release pipeline Save = View releases

Pipeline  Tasks - Variables  Retention  Options  History

Continuous deployment trigger

Artifacts | + Add Stages | + Add Build: _PartsUnlimitedE2E
0 Enabled
Creates a release every time a new build is available.
%  Deploy to cloud Build branch filters O

_PartsUnlimitedE2
E A 1job, 1 task
Type Build branch Build tags

1 The build pipeline’s default bra

Schedule
© not set

+ Add | v

Pull request trigger
Build: _PartsUnlimitedE2E

@ Disabled

@ Enabling this will create a release every time a selected artifact is available as part of a pull
request workflow

Figure 8.17 — Continuous deployment trigger configuration

3. Now, in the Stages section, select the Pre-deployment conditions icon:

All pipelines » CloudReleaseP... > % New release pipeline

Pipeline  Tasks Variables  Retention  Options  History

Artifacts | + Add Stages | + Add v

Pre-deployment conditions

_PartsUnlimitedE2 ﬁ Deploy to cloud
E 8] 1job, 1 task

+

joS

+ b
® Schedule
not set

Figure 8.18 - Pre-deployment conditions
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4. In the Pre-deployment conditions pane, check that the trigger for this stage is set
to After release (this means that the deployment stage will start automatically when
a new release is created from this pipeline):

All pipelines > CloudReleaseP... > * New release pipeline Save & Create release = View releases

Pipeline  Tasks v Variables  Retention  Options  History

Pre-deployment conditions X
Deploy to cloud

£ Triggers ~
Define the trigger that will start deployment to this stage

Select trigger (D

3t i
i - ®
Deploy to cloud oy | 3 #
_PartsUnlimitedE2 | )
E e 1 job, 1 task \,R/ : i 723
i After Manual
release only
N Sehedul Artifact filters (D (@ ) Disabled
chedule
‘.9) not set
Schedule @ Disabled
Pull request deployment @ Disabled
R Pre-deployment approvals (@) Disabled

Select the users who can approve or reject deployments to this stage

3] Gates (@ ) Disabled

Define gates to evaluate before the deployment.
Learn more

& Deployment queue settings
Define behavior when multiple releases are queued for deployment

Define behavior when multiple releases are queued for deployment
Figure 8.19 - Pre-deployment conditions definition

In this pane, you can also define other parameters, such as selecting artifact condition(s)
to trigger a new deployment (a release will be deployed to this stage only if all the artifact
conditions match), setting up a schedule for the deployment, allowing pull request-
based releases to be deployed to this stage, selecting the users who can approve or reject
deployments to this stage (pre-deployment approvals), defining gates to evaluate before
deployment, and defining behavior when multiple releases are queued for deployment.

You have now created a release pipeline that takes your artifacts and deploys them to the
cloud by using Azure DevOps and also by applying continuous deployment triggers and
pre-deployment conditions checks.

In the next section, we'll see how to improve our release pipeline by using multiple stages.
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Creating a multi-stage release pipeline

A multi-stage release pipeline is useful when you want to release your applications with
multiple steps (staging), such as, for example, development, staging, and production. A
quite common scenario in the real world is, for example, deploying an application initially
to a testing environment. When tests are finished, the application is moved to a quality
acceptance stage, and then, if the customer accepts the release, the application is moved to
a production environment.

Here, we'll do the same: starting from the previously created single-stage pipeline, we'll
create a new release pipeline with three stages, called DEV, QA, and Production. Each
stage is a deployment target for our pipeline:

1. In the previously defined pipeline, as a first step, I renamed the Deploy to cloud
stage to Production. This will be the final stage of the release pipeline.

2. Now, click on the Clone action to clone the defined stage into a new stage:

All pipelines > CloudReleaseP... > * New release pipeline
Pipeline  Tasks ~ Variables  Retention  Options  History

Artifacts | + Add | | Stages | + Add
|/Qv,>
¥ o ]
= _ | Producti A‘\
_PartsUnlimitedE2 : roauction (a)
E 1job, 1 task \"J
+ Ih Clone

7~ Schedule
~®,| not set '

....................................................

Figure 8.20 - Cloning a stage

3. A new cloned stage appears after the previously created stage. Change the name of
this stage to QA:
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All pipelines > CloudReleaseP... > ¥ New release pipeline Save

Pipeline  Tasks v

Variables  Retention  Options  History

Artifacts | + Add Stages | + Add v
N
Oy ’
II::I L g, i /l‘\ 2 /1\
_PartsUnlimitedE2 Production 'KR ) % | QA ()
E 1job, 1 task s | R | 1job, 1 task N/
e |

" d‘| Schedule

not set

Figure 8.21 - Cloned stage (QA)

4. Now, we need to reorganize the stages because the QA stage must occur before the
Production stage. To reorganize these stages, select the QA stage and choose the
pre-deployment conditions. In the Pre-deployment conditions pane, select After
release as the trigger (instead of After stage):

All pipelines > CloudReleaseP... > ¥ New release pipeline Save 7 Cresterelease = View releases

Pipeline  Tasks v Variables

Retention ~ Options  History

""""""""""""""""""""""""""" Pre-deployment conditions
Artifacts | + Add Stages | + Add v )
% Triggers ~
Define the trigger that will start deployment to this stage
I —————————————————— | .
l:i N ' Select trigger @
| % | Production oy |
_Partsl (a)
e LA | 1job. Ttask ) ®
o | B £
L —
iy =m R
After After Manual

A~ release stage only

4@" Schedule

- notset

Artifact filters (D (@ ) Disabled
Schedule (O (@ ) Disabled
Pull request deployment (0 (® ) Disabled
R Pre-deployment approvals (® ) Disabled

Select the users who can apprave or reject deployments to this stage

=] Gates (@ ) Disabled

Define gates to evaluate before the cleployment.
Learn more

& Deployment queue settings
Define behavior when multiple releases are queued for deployment

Figure 8.22 — Pre-deployment conditions for the QA stage



270  Deploying Applications with Azure DevOps

5. Asyou can see, the pipeline diagram has now changed (you have the QA and
Production stages executed in parallel). Now, select the Pre-deployment
conditions properties for the Production stage; set the trigger to After stage and
select QA as the stage:

All pipelines » CloudReleaseP... > T New release pipeline B save & Crea = View releases -+
Pipeline  Tasks ~ Vanables  Retention  Options History
Pre-deployment conditions *
Artifacts | + Add Stages | -+ Add Production
£ Triggers ~
Deefine the trigger that will start deployment to this stage
ey £ Select lo]
. elect trigger (1
_PartsUnlimitedE2 n % | QA a Production
B A | 1job, 1k 1 job, 1 task
After Manual
® | Schedule release only
not set
stages (O
1
[« o v ||
[Z) Trigger even when the selected stages partially succeed @
Artifact filters (D (@ ) Disabled
Schedule (T} @) Disabled
Pull raquast deplayment (1) (® ) Disabled
A, Pre-deployment approvals (@ ) Disabled
Select the users who can apgrove or reject deployments 1o this stage
5] Gates (@) Disablad

Diefine gates to evaluate befone the deployment.

Figure 8.23 - Pre-deployment conditions for the Production stage
6. The stages are now ordered as we want (QA occurs before Production).

7. At this point, we have two stages that deploy the application to the same
environment (QA was created as a clone of Production). Select the QA stage from
the Tasks drop-down list and change App service name to a new instance:
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All pipelines > CloudReleaseP... > %

New release pipe“ne Save F¥ Create release View releases

Pipeline  Tasks v Variables  Retention  Options  History

QA Production -
Deplayment

Run on ag +

£ Run en agent

Stage name

| o

Parameters © | @ Unlink all

Azure subscription* @ | Manage 2

Deploy Azure App Service

Azure App Service deploy

| Visual Studio Enterprise e O

@ scoped to subscription ‘Visual Studio Enterprise’

App type @

| Web App on Windows V|

App service name * @

| partsunlimitedsdwebapp_qa V| O

Figure 8.24 — QA stage details

8. Now, we need to repeat the same steps for creating the DEV stage. Clone it from

QA, set its Pre-deployment conditions properties with the trigger set to After

Release, and change the QA trigger to After stage, with DEV as the selected stage.

Your pipeline will now look as follows:

All pipelines > # PartsUnlimitedE2E

Pipeline  Tasks ~ Variables  Retention  Options  History

Artifacts | + Add

3

,,@ Create release = View releases

. : 2\
kel : % | Dev (a) % | QA
PartsUnlimitedE2E { R/ 1 job, 2 tasks N/ 8 ] 1job, 1task
' R
: T

e
Schedule
‘ \@,l not set

Production ¢
| 1job, 1task A\

cYou have now created a release pipeline with different stages (Dev, QA, and Production)

for controlling the deployment steps of your code.

In the next section, we'll see how to add approvals for moving between stages.
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Using approvals and gates for managing
deployments

As previously configured, our release pipeline will move between stages only if the
previous stage is completed successfully. This is okay for moving from DEV to QA because
on this transition, our application is deployed to a testing environment, but the transition
from QA to Production should usually be controlled because the release of an application
into a production environment normally occurs after an approval.

Creating approvals

Let's follow these steps to create approvals:

1. To create an approval step, from our pipeline definition, select the Pre-deployment
conditions properties of the Production stage. Here, go to the Pre-deployment
approvals section and enable it. Then, in the Approvers section, select the
users that will be responsible for approving. Please also check that the The user
requesting a release or deployment should not approve it option is not ticked:

All pipelines > % PartsUnlimitedE2E Save . Create release 1= View releases  ++

Pipeline  Tasks « Variables  Retention  Options  History

Pre-deployment conditions
Production

% Triggers v
Define the trigger that will start deployment to this stage

. [a) /-L ; / A R Pre-deployment approvals ~ @D cnabled
(a)r— QA (a) Production a) i
\ T'/ L 2 | 1job, 1 task ‘7 Y, 1job, 1 task ‘7 / Select the users who can approve or reject deplayments to this stage

Approvers (D

| @ Stefano Demiliani X Search users and groups for approvers |

Timeout (D

B | [~

Approval policies
| (O The user requesting a release or deployment should not approve it |

(O skip approval if the same approver approved the previous stage ®

2] Gates (@ ) Disabled

Define gates to evaluate before the deployment.
Learn more

o Deployment queue settings v
Define behavior when multiple releases are queued for deployment

Figure 8.26 — Setting approvals

2. Click on Save to save your pipeline definition.
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3. Now, create a new release to start our pipeline and click on the name of the created
release (here, it is called Release-2):

All pipelmes > % PartsUnlimitedE2E 2] save & Create release = View releases

() Release Release-2 has been created

Pipeline  Tasks v Variables

Retention  Options Histary
| Artifacts | -+ Add Stages | + Add v
(&) | z
N S N A 7N M 3 , 5
541 R ‘ Dev "/P\\ % | QA [/R\ Production ‘/R\ :
PartsUnlimitedE2E D LR tjob2tasks N/ \,0\ ) Tiob. Ttask N 1job, 1 task N/

Schedule
not set

o

Figure 8.27 — Multi-stage release triggered

4. The release pipeline starts. The DEV and QA stages are completed, while on the
Production stage, a Pending approval status appears:

Pipeline Variables History —+ Deploy v (%) Cance

L Approve multiple () Refresh  # Edit v
Release | Stages
Manually triggered Dev QA Production
by @ Stefano Demiliani i @ Succeeded © Succeeded © Pending approval
26/6/2020, 1712
1 warning 1 warning On @ Stefano Demiliani
on 26/6/2020, 17:15 on 26/6/2020, 17:18 for 23 minutes
Artifacts
+
ksl v Approve
PartsUnlimitedE2E
20200626.1
g master

Figure 8.28 — Pending approval
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5. 'The release pipeline is waiting for approval. You can click on the Pending approval
icon and the approval dialog is opened. Here, you can insert a comment and then
approve or reject the release:

Pipeline Variables History | + Deploy v ) Cancel 2 Approve multiple O Refresh  # Edit v .- e

Production
Pre-deployment conditions + @ Pending approval

Approvers < View logs
QA © Approval pending for 25 minutes © Timeout in 30d
Succeeded @ Succeeded Waiting for all approvers to approve in sequence .
warning 1 warning
2020,17:15 on 26/6/2020, 17:18

Stefano Demiliani
© Pending for 25 minutes

l Comment

All'is ok. Approved

jo Reassign

"""""""""""""""""""""""""""""""""""""""""""" (O Defer deployment for later

Figure 8.29 — Approving a stage

6. You can also defer the stage to a specific date if needed or reassign the approval to
another user.

7. Ifyou click on Approve, the stage is approved and the release pipeline is completed:

Pipeline Variables History =+ Deploy ¥ () Cancel ) Refresh # Edit ™
Release Stages
Manually triggered : Dev QA Production
ey S © Succeeded @ Succeeded © Succeeded
26/6/2020, 17:12 |
1 warning 1 warning 1 warning
| on 26/6/2020, 17:15 on 26/6/2020, 17:18
Artifacts i on 26/6/2020, 17:49
4
PartsUnlimitedE2E
20200626.1
¥ master

Figure 8.30 — Multi-stage pipeline completed
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8. Ifyou now click on the Azure App Service instance deployed by your pipeline, you
can see that the final code (the PartsUnlimited website) is deployed in the cloud:

> O @ pule2eSBaddBad azurewebsites net

@/\@ Parts Unlimited e °°°

a Fabrikam subsidiary

Brakes Lighting Wheels & Tires Batteries Qil More

| New Arrival : Bugeye Headlights (2 Pack)

NEW TIRES

IMPROVED FUEL EFFICIENCY

SUPERIOR WET WEATHER BREAKING
ADDED DURABILITY

Figure 8.31 — Web app deployed from the release pipeline

Using gates to check conditions

In the previously explained scenario, we saw how to configure a manual approval process
for a release pipeline. Sometimes, you need to avoid the manual process and instead have a
policy in place that permits your pipeline to go ahead only if some checks are successfully
performed. This is where gates come in action.

In Azure Pipelines, a gate allows you to automatically check for specific conditions from
Azure DevOps from external services and then enable the release process only when

the conditions are met. You can use gates to check the status of work items and issues of
a project and enable the release only if you have no open bugs. You can also query test
results, check whether security scans on artifacts are performed before releasing, monitor
the infrastructure health before releasing, and so on.
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As an example, here we want to configure a gate for our previously created release pipeline
where we check for open bugs on Azure Boards. We will see how to do this with the help
of the following steps:

Important note

If there are open bugs, the release pipeline cannot go ahead.

1. To check for open bugs in our project, we need to define a query for work items.
From our Azure DevOps project, select Boards, click on Queries, and then select
New query:

(:' Azure DevOps demiliani / PartsUnlimited / Boards / Queries

PartsUnlimited +  Queries

ﬂ Qverview Favorites  All |+ New query| T Import Work Items

! Boards Title Folder

L} Workitems ~ My favorites

Mo favorites yet! Favorite a query J to quickly access it here
E® Boards Y queny quickly :

= Backlogs

Figure 8.32 — Cresting a new query for the gate conditions

2. Here, I've defined a query as follows:

Run to see the

Queries » My Queries query results,

Results  Editor Charts B Runquery -+ Mew ~ B Savequery 7 Revertchanges /® Columnoptions & : =3 Email query [ Copy queryURL --- "

ery [ Flat st of work items. Cueery across projects

evel work items

And/Or Field* Operator Value
+x Work Item Type ~ ~ Bug v
+ % And e [ v < [pavd -

=+ tsiel neve elause

Figure 8.33 - Query definition
This query checks for active bugs in our project.

3. Save the query by giving it a name (for example, ActiveBugs) and specifying a
folder (here, I've selected the Shared Queries folder):
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Queries > My Queries

Results  Editor Charts | [* Runquery + MNew Save query 7 Revert changes ¢ Columnoptions @7 Save items [ Email query

Type of query [E Flat list of work items

Filters for top level work items

And/fOr Field* Operator Value
+X O Wark Item Type | = ~ || Bug
+X O ad v || state ~|= ~ | Active
+ Add new clause

New query X
Mame *
| ActiveBugs |
Folder *
| Shared Queries N |
OK Cancel
1] Work [tem... Title Assigned To State Tags

Figure 8.34 - Saving the query definition

4. Now we're ready to define our gate. From the multi-stage release pipeline we
previously created, select the Production stage, click on the bolt icon, and then
enable gates, as shown in the following screenshot:

All p‘\pe\mes > % PartsUnlimitedE2E Save 7 Create release = View releases

Pipeline  Tasks~  Variables  Retention Options  History

o Pre-deployment conditions

Production

% Triggers ~
Define the trigger that will start deployment to this stage

-
| 1job, 1task N/

N I [~ 1 !
‘/'}5"\, & | QA -‘/-,O\ a Production -P:\‘ i | R Pre-deployment approvals ~ @D crabled
s ) 5

\_r,/ ‘

1job, 1 task .“'-|—‘/ Select the users who can approve or reject deployments to this stage

] Gates ~
Define gates to evaluate before the deployment. Q Enabled

Learn more

The delay before evaluation (D

5 | ‘ Minutes

Deployment gates (O + Add ~

& Deployment queue settings
Define behaviar when multiple releases are queued far deployment

Figure 8.35 - Enabling gates
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Here, you can also specify the delay before the evaluation of gates (the time before
the added gates are evaluated for the first time. If no gates are added, then the
deployment will wait for the specified duration before proceeding), and we can
specify the deployment gates (adding gates that evaluate health parameters). These
gates are periodically evaluated in parallel and if the gates succeed, the deployment
will proceed; otherwise, the deployment is rejected.

To specify our gate, click on Add and then select Query work items (this will
execute a work item query and check the results):

All p\'pelines > T PartsUnlimitedE2E Save 7 Createrelease = View releases
Tasks ~ Variables  Retention  Options  History
""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" Pre-deployment conditions x
Production
o Triggers Vv
Define the trigger that will start deployment to this stage
) ,| R Pre-deployment approvals ™ Q Enabled
#% | Production /5% |
i [ R ) | | Selectthe users wha can approve or reject deplayments to this stage

£ | 1job, 1 task \ :

=] Gates ~ @D Enabled

Define gates to evaluate before the deplayment.
Learn more

The delay before evaluation (D)

5 ‘ ‘ Minutes V|

Deployment gates (1) ~+ Add v~

o:: Check Azure Policy compliance
Security and eompliance assessment for Azure Policy

& Deployment queue sett

£
Define behavior when multiple rele < INVOke Azure Function

Invoke an Azure Function

ﬁ Invake REST API
Invoke a REST API as a part of your pipeline.

@ Query Azure Monitor alerts

= Query work items
™ Execute a work item query and check the number of items
retumned

Figure 8.36 — Gate definition (Query work items)

6. Now, select the ActiveBugs query from the folder where you previously saved it

(the Shared folder, in my case) and specify Upper threshold as 0 (the maximum
number of matching work items from the query) because we want the release
pipeline to only be completed if we have 0 active bugs:
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All pipe\ines > ¥ PartsUnlimitedE2E Save 7 Createrelease = View releases
Pipeline  Tasks - Variables  Retention  Options  History
2 Pre-deployment approvals @) Enabled
,,,,,,,, Select the users who can approve or reject deployments to this stage
3] Gates A @D cnabled

Define gates to evaluate before the deployment.
Learn more

The delay before evaluation (D

=] | L i
7N % | QA N Production /5 |
( ( (a) | o
8}—| A | 1job, 1task ';} 1 job, 1 task 8 : 5 ‘ | Minutes > ‘

— I Deployment gates () + Add v

¥ Query for Active bugs @D Frebied [

Query work items @

Task version | 0.* v

Display name *

‘ Query for Active bugs ‘

Query* (@

| ActiveBugs v |

Upper threshold *

E |

Advanced Vv

Output Variables

Evaluation options

& Deployment queue settings
Define behavior when multiple releases are queued for deployment

Figure 8.37 - Specifying conditions for the gate

Here, you can also define evaluations options such as time between re-evaluation of gates
(the duration after which the gates are re-evaluated; this must be greater than the longest
typical response time of the configured gates to allow all responses to be received in each
evaluation), Minimum duration for steady results after a successful gates evaluation
(all gates must continuously be successful for this duration; 0 means deployment will
proceed when all gates succeed in the same evaluation cycle), timeout after which gates
fail (the maximum evaluation period for gates; the deployment will be rejected if the
timeout is reached before gates succeed).

Our gate is now defined and active. You can also define other types of gates and you can
also have gates that call Azure Functions to evaluate a release condition (which is useful if
you want to integrate your release check with specific conditions on an external system).

Using deployment groups
A deployment group is a set of machines with a deployment agent installed on each of

them. Each deployment group represents a physical environment and it defines a logical
group of target machines for parallel deployment.
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You can define a deployment group in Azure DevOps by going to the Pipeline section and
selecting Deployment groups:

Cl Azure DevOps demiliani  / PartsUnlimited / Pipelines / Deployment groups

PartsUnlimited + Dep|oyment groups

Overview Groups  Available pools 1 + New U Security (@ Help

=
% Boards

* Pipelines

7
2
g

Pipelines

Environments

Releases Add a deployment group
I\ Library Define a logical group of target machines for parallel deployment.
ks Deployment groups (@ Learn more about deployment groups

Test Plans

. Artifacts
Figure 8.38 - Creating a deployment group
Here, you can add servers where the build and release agent is installed.

Each created deployment group is a member of a deployment pool, and this pool can also
be shared across projects. Deployment groups can only be used on release pipelines.
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You can add a deployment group job by going to the release pipeline editor, selecting
the job, and clicking on the three-dots button. Here, you can see the Add a deployment
group job option:

All pipelines > % PartsUnlimitedE2E &l save Create release

Pipeline  Tasks v Variables  Retention  Options  History

QA .

Deployment process 1 Aqent |0b ® @[ Remove
| 2 Add an agent job

SA 4| B Adda deployment group job

& Run on agent
- [ Addan agentless job ‘

Azure App Service Deploy
FB Azure App Service deploy
- Learn more about jobs(2

' Agent pool () | Poolinformation | Manage [z

Hosted v ‘ O

Demands ()

Figure 8.39 - Adding a deployment group job
At the time of writing, deployment group jobs are not yet supported on YAML pipelines.

YAML release pipelines with Azure DevOps

A recently added feature of Azure DevOps is the option to define release pipelines by
using YAML (previously, this was possible only for the CI part). This is now possible by
using multi-stage pipelines and with that, you can use a unified YAML experience for
configuring Azure DevOps pipelines for CI, CD, and CI/CD.

Defining the release YAML pipeline can be done exactly as described in Chapter 4,
Understanding Azure DevOps Pipelines. There are, however, some concepts to understand,
such as environments.
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Environments are a group of resources targeted by a pipeline - for example, Azure Web
Apps, virtual machines, or Kubernetes clusters. You can use environments to group
resources by scope — for example, you can create an environment called development
with your development resources and an environment called production with the
production resources. Environments can be created by going to the Environments section
under Pipelines:

New environment X

Name @

Type environment name

Description @

Describe the environment

Resource

® 't None

You can add resources later

@) @ Kubernetes

Add Kubernetes namespace

e g Virtual machines

Manage virtual machines

Figure 8.40 - Creating environments

The following is an example of a multi-stage release pipeline for deploying a .NET Core
application on Azure Web Apps:

stages:

- stage: Build Source # Build Source Code for Dotnet Core
Web App

jobs:
- job: Build
pool: 'Hosted VS2017'
variables:
buildConfiguration: 'Release'
continueOnError: false

steps:
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- task: DotNetCoreCLI@2
inputs:
command: build
arguments: '--configuration $ (buildConfiguration)'
- task: DotNetCoreCLI@2
inputs:
command: publish

arguments: '--configuration $ (buildConfiguration)
--output $(Build.ArtifactStagingDirectory) '

modifyOutputPath: true
zipAfterPublish: true
- task: PublishBuildArtifactse@l
inputs:
path: $(Build.ArtifactStagingDirectory)
artifact: drop

- stage: Deploy In Dev # Deploy artifacts to the dev
environment

jobs:

- deployment: azure web app dev
pool: 'Hosted VS2017'
variables:

WebAppName: 'PartsUnlimited-dev'
environment: 'dev-environment'
strategy:

runOnce:

deploy:

steps:

- task: AzureRMWebAppDeployment@4
displayName: Azure App Service Deploy
inputs:

WebAppKind: webApp
ConnectedServiceName: 'pay-as-you-go'
WebAppName: $ (WebAppName)

Package: $(System.WorkFolder) /**/*.zip

- stage: Deploy In QA # Deploy artifacts to the ga
environment
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jobs:

- deployment: azure web app ga
pool: 'Hosted VS2017'
variables:

WebAppName: 'PartsUnlimited-ga'
environment: 'ga-environment'
strategy:

runOnce:

deploy:

steps:

- task: AzureRMWebAppDeployment@4
displayName: Azure App Service Deploy
inputs:

WebAppKind: webApp
ConnectedServiceName: 'pay-as-you-go'
WebAppName: $ (WebAppName)

Package: $(System.WorkFolder) /**/*.zip

- stage: Deploy In Production # Deploy artifacts to the
production environment

jobs:

- deployment: azure web app prod
pool: 'Hosted VS2017'
variables:

WebAppName: 'PartsUnlimited'
environment: 'prod-environment'
strategy:

runOnce:

deploy:

steps:

- task: AzureRMWebAppDeployment@4
displayName: Azure App Service Deploy
inputs:

WebAppKind: webApp
ConnectedServiceName: 'pay-as-you-go'
WebAppName: $ (WebAppName)

Package: S (System.WorkFolder)/**/*.zip
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As you can see in the preceding YAML file, the pipeline defines four stages: Build Source,
Deploy in Dev, Deploy in QA, and Deploy in Production. At each of these stages, the
application is deployed on the specified environment.

Summary

In this chapter, we had a full overview of how to work with release pipelines in Azure
DevOps.

We created a basic release pipeline for the PartsUnlimited project, defined artifacts, and
created our first release by adding continuous deployment conditions.

Then, we improved our pipeline definition by using multiple stages (DEV, QA, and
Production), and at the end of this chapter, we saw how to define approvals and gates
for managing the release of our code in a more controlled way and the concepts around
YAML-based release pipelines

In the next chapter, we'll see how to integrate Azure DevOps with GitHub.






Section 4:
Advanced Features
of Azure DevOps

In this part, we are going to integrate Azure DevOps with GitHub and we are going to
cover some real-world examples.

This section contains the following chapters:
o Chapter 9, Integrating Azure DevOps with GitHub

o Chapter 10, Using Test Plans with Azure DevOps
o Chapter 11, Real-World CI/CD Scenarios with Azure DevOps






9

Integrating Azure
DevOps with GitHub

GitHub is one of the most popular development platforms that's used by open source
developers and businesses across the globe to store their code. In this chapter, you will
learn how to leverage Azure DevOp's capabilities while you continue to use GitHub as
your software development hub.

We'll be covering the following topics:

« An overview of Azure DevOps and GitHub integration
« Integrating Azure Pipelines with GitHub
 Integrating Azure Boards with GitHub

o Overview of GitHub Actions

Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization and a
GitHub account. You can sign up for a GitHub account here: https://github.com/
join.


https://github.com/join
https://github.com/join
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Let's get this chapter's prerequisites ready. This chapter requires that you have the Parts
Unlimited GitHub repository cloned to your GitHub account. You will also need an
Azure DevOps project to follow the examples in this chapter. Follow these steps before
moving on to the next section:

1. Launch a browser instance and go to https://github.com/microsoft/
PartsUnlimitedE2E.

2. Click Fork, as shown in the following screenshot:

H microsoft / PartsUnlimitedE2E S Watch ~ | 7 Prstar | 1 :? Fork :64{!

<> Code () Issues 18 § Pull requests 54 () Actions [T Projects 03 wiki @ Security |~ Insights

¥ master ~ ¥ 3 branches © 0tags Go to file Add file v About

Code for the Parts Unlimited - VSE2017

° iamsrivatsa adding project b5eaass on Dec 13, 2017 {) 4 commits Demo

B PartsUnlimited-aspnet45 adding project 3 years ago M Readme

3 .gitignore Initial commit 4 years ago B8 MIT License
[ LICENSE Initial commit 4 years ago Releases

[ README.md Initial commit 4 years ago

No releases published

Figure 9.1 - GitHub repository for Parts Unlimited

3. GitHub should prompt you to log into your account if you're not logged in already.
Select the account you wish to clone the repository to.

4. This will take a couple of minutes to complete. You should see the repository in your
account upon completion.

5.  We will be using this repository to test GitHub integration in this chapter.

6. Now, log into Azure DevOps (https://dev.azure.com) and create a new
empty project:


https://github.com/microsoft/PartsUnlimitedE2E
https://github.com/microsoft/PartsUnlimitedE2E
https://dev.azure.com
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Create new project X

Froject name *

Parts Unlimited E2E - GitHub Integration w
Description
Visibility

Public Private

Anyocne on the internet can Only people you give

view the project. Certain access to will be able to

features like TRVC are not view this project.

supported.

" Advanced

Cancel

Figure 9.2 — Creating a new project

You're now ready to try out the examples described in this chapter.
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An overview of Azure DevOps and GitHub
integration

GitHub and Azure DevOps go hand in hand to provide a superior software development
experience for teams, enabling them to ship and release software at a faster pace with
minimal effort. In many scenarios, GitHub and Azure DevOps are competitors (for
example, Azure Repos versus GitHub repositories), so it is typically up to you to choose
the one that fits your needs and integrate them together for a wholesome platform setup.

Azure DevOps provides various RBAC levels, native enterprise identity integration, and
so on, whereas GitHub enables simple collaboration across identities (while including AD
integration in its Enterprise version).

When it comes to Continuous Integration/Continuous Development, Azure DevOps is
way ahead and has matured compared to its counterpart, GitHub Actions. So, overall, it
depends on your use case and requirements whether you choose Azure DevOps and/or
GitHub for specific components in your software development life cycle.

GitHub includes an extension marketplace where you can find many third-party
applications to extend GitHub to the applications you use. Azure DevOps integration is
available through many of these extensions on GitHub Marketplace. Let's look at some of
them.

GitHub and Azure DevOps integration is achieved through the Azure Boards and Azure
Pipelines extensions. Let's start by taking a look at the Azure DevOps extensions available
in GitHub Marketplace:

1. Launch a browser instance and go to https://github.com/marketplace.

2. Search for Azure in the extension marketplace. You'll find many extensions that
can integrate Azure solutions with your GitHub repositories.

3. Here, we're interested in two specific extensions: Azure Boards and Azure Pipelines.
Let's talk about them in a bit more detail:

--Azure Boards: This extension allows you to link your Azure Boards work items to
GitHub objects such as commits, pull requests, and issues:

Azure Boards &
E Connects Azure Boards with GitHub to plan,
track, and discuss work across your teams

Figure 9.3 - Azure Boards extension
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--Azure Pipelines: This extension allows you to build and release software
using Azure Pipelines while your code is stored and maintained in your GitHub
repository:

Azure Pipelines &
f Continuously build, test, and deploy to any
platform and cloud

Figure 9.4 - Azure Pipelines extension

You can install these extensions from GitHub Marketplace and start configuration from
GitHub itself, but in this chapter, we will be starting the integration process from Azure
DevOps. GitHub and Azure DevOps integration is also supported for the on-premise
variants of both products (GitHub on-premises and Azure DevOps Server).

Integrating Azure Pipelines with GitHub

Integrating Azure Pipelines with GitHub enables developers to continue using GitHub as
their preferred source control management platform while leveraging Azure Pipelines'
build and release capabilities. Azure Pipelines offers unlimited pipeline job minutes for
open source projects.

We looked at Azure Pipelines in detail previously in this book, so in this section, we'll take
a look at how to store our Azure Pipelines configuration and source code in GitHub and
build a CI/CD process with GitHub and Azure DevOps.

Setting up Azure Pipelines and GitHub integration

In order to use Azure Pipelines with GitHub, you must authorize Azure Pipelines to access
your GitHub repositories. Let's take a look at the steps for this:

1. Log into your Azure DevOps account and select the project we created in the
Technical requirements section.
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2. Click on Pipelines > Create Pipeline:

Pipelines

¢

i Pipelines
E Environments
ﬁ Releases

W% Library

= Task groups

-

A Test Plans
! Artifacts

Deployment groups

(o} 7.

Create your first Pipeline

Automate your build and release processes using our wizard, and go from

code to cloud-hosted within minutes.

Create Pipeline

Figure 9.5 - Create Pipeline

3. Select GitHub as your code source location:

PacktlearnAzureDevOps / Parts Unlimited E2E - GitHu...

Connect

Select Configure

New pipeline

Where is your code?

O

O
©

=
—

Azure Repos Git ~ YAML

Free private Git repositories, pull requests, and code search

Bitbucket Cloud ' YAML
Hosted by Atlassian

GitHub ' YAML
Home to the world's largest community of developers

GitHub Enterprise Server = YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subwversion
Centralized version control by Apache

/ Pipelines

Review

Figure 9.6 — GitHub source for Azure Pipelines



Integrating Azure Pipelines with GitHub 295

4. You will need to grant permission from Azure Pipelines to your GitHub account:

€ o ()

Authorize Azure Pipelines (OAuth)

3 Azure Pipelines (OAuth) by AzurePipelines

i wants to access you 9 account

rC]: Renository webhooks and services w
Admin access

P\ Personal user data o
Email addresses (read-only), profile information (read-only)

g Repositories w

] Public and private

QOrganization access

Cancel Authorize AzurePipelines

Autharizing will redirect to

https://app.vssps.visualstudio.com

Figure 9.7 - Authorize Azure Pipelines (OAuth)
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5. Upon successful completion, you will have your GitHub repositories listed in Azure
DevOps. Select the newly created PartsUnlimitedE2E repository:

MNew pipeline

Select a repository

N Filter by keywords My repositories ~ X

amalik99/PartsUnlimitedE2E  fork

Figure 9.8 - Parts Unlimited repository

6. You will now get the option to install the Azure Pipelines application in your
GitHub account. You can choose to install it for only a specific repository or for all
repositories. Once you've made this choice, click Approve & Install:

. ¢

Approve & Install Azure Pipelines

Approve 8 Install on your personal account Amit Malik B

suggested installation of this GitHub App now

O All repositories
This applies to all current and future repositories.

@ Only select repositories

F Select repositories ~
Selected 1 repository.

k4 99/PartsUnlimitedE2E | suggested X

.with these permissions:

v Write access to code
v Read access to metadata

~ Read and write access to checks, commit statuses, deployments,
issues, and pull requests

Approve & Install

ou'll be directed 10 GitHub App's site to complete setup.

Reject

Figure 9.9 - Installing the Azure Pipelines extension
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7. Since Parts Unlimited is a ASPNET-based application, please choose ASP.NET as
your pipeline configuration template:

~" Connect ~ Select Configure Review

MNew pipeline

Configure your pipeline

ASP.NET

Build and test ASP.MNET projects.

HEH oS0 nR 066

ASP.MET Core ((MET Framework)
Build and test ASP.NET Core projects targeting the full .MET Framework.

MET Desktop

Build and run tests for NET Desktop or Windows classic desktop solutions.

Universal Windows Platform
Build a Universal Windows Platform project using Visual Studio.

Xamarin.Android
Build a Xamarin.Android project.

Xamarin.iQSs
Build a Xamarin.iOS project,

Starter pipeline
Start with a minimal pipeline that you can customize to build and deploy your code.

Existing Azure Pipelines YAML file

Select an Azure Pipelines YAML file in any branch of the repository.

Figure 9.10 — Azure Pipelines task configuration
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8. Azure DevOps will automatically generate a pipeline YAML file. You can review
and modify it based on your requirements. PartsUnlimited E2E is designed to run
build operations on Visual Studio 2017 on a Windows 2016 image. Please change
the vm-image name to vs2017-win2016 before continuing:

~" Connect ~" Select ~" Configure Review

New pipeline

Review your pipeline YAML Variables Save and run
) amalik99/PartsUnlimitedE2E / azure-pipelines.ym| * =b E Show assistant
1 #-ASP.NET
2 #-Build-and-test-ASP.NET-projects.
3 #-Add - steps - that - publish-symbols, - save-build-artifacts, -deploy, - and-more:
4 #-https://docs.microsoft.com/azure/devops/pipelines/apps/aspnet/build-aspnet-4
5
6 trigger:
7 - -master
8
9 .
18 | vmImage:  'vs2817-win2816"
11
12 variables:
13 solution: - "**/* sln”
14 buildPlatform: - *Any-CPU"
15 buildConfiguration: - 'Release’
16
17 steps:
Settings
13 - -task: -NuGetToolInstallergl
19

Figure 9.11 - Azure Pipelines task YAML
9. Click Save and run to save the pipeline.

10. You will need to make a commit to the repository to store the pipeline YAML file.
You can commit the changes to the master branch or create a new branch to do so:
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Save and run 4

Saving will commit azure-pipelines.yml to the repository.

Commit message

Set up Cl with Azure Pipelines

Optional extended description

Add an optional description...

@ Commit directly to the master branch

(O Create a new branch for this commit

Save and run

Figure 9.12 - Running an Azure pipeline

11. Clicking on Save and run will create the pipeline and start its execution. It may take
a few minutes for the build job to complete:

® #20200726.1 Set up Cl with Azure Pipelines Cancel
on amalik99.PartsUnlimitedE2E
Summary
Triggered by s amalik99 View change
Repaository and version Time started and elapsed Related Tests and coverage
© amalik99/PartsUnlimitedE2E Just now B 0 work items A Get started
¥ master ¥ 6f01d52 ® 24s B0 artifacts
Jobs
Name Status Duration
@® Job Running ® 21s

Figure 9.13 - Pipeline jobs
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12. While this completes, let's look at the changes you made to your GitHub repository.
Browse to your GitHub account and go to the PartsUnlimitedE2E repository.

13. You will see a commit and a newly added azure-pipelines.yml file, which
stores the pipeline's configuration:

¥ amalik99 / PartsUnlimitedE2E
forked from microsoft/PartsUnlimitedE2E
> Code I Pull requests (®) Actions [™ Projects 07 wiki @ Security |~ Insights 8 Settings

¥ master v ¥ 3 branches 0 tags Go to file Add file v

This branch is 1 commit ahead of microsoft:master. 1 Pull request  + Compare
a amalik99 Set up Cl with Azure Pipelines [ minute ago &) 5 commits
B PartsUnlimited-aspnetd5 adding project 3 years ago
[ .gitignore Initial commit 4 years ago
[ LICENSE Initial commit 4 years ago
M README.md Initial commit 4 years ago
m azure-pipelines.yml ] Set up Cl with Azure Pipelines 1 minute ago
README.md Va
Contributing

This project has adopted the Microsoft Open Source Code of Conduct. For more information see the Code of Conduct
FAQ or contact opencode@microsoft.com with any additional questions or comments.

Figure 9.14 - Pipeline YAML in GitHub

14. If you click on the little yellow dot shown in the preceding screenshot, you will be
shown the status of your Azure pipeline on your GitHub repository page. Upon
successful completion of the pipeline job, you should see its status update on your
GitHub account:
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° Set up Cl with Azure Pipelines

master B -0 afelds2

w Azure Pipelines Azure Pipelines / amalik99.PartsUnlimitedE2E

succeeded 3 minutes ago in Tm 3s
~  amalik99.PartsUnlimitedE2E

Build #20200726.1 succeeded

0 errors / 1 warnings

DETAILS

Tests
* Failed: 0 (0.00%, O new, O recurring)
* Passed: 14 (87.50%)
s (Other: 2 (12.50%)
* Total: 16

[4 View more details on Azure Pipelines

Figure 9.15 - Job logs in GitHub
With that, you have set up an Azure pipeline with GitHub.

Testing continuous integration

In this section, we will try out the CI capabilities of GitHub and Azure Pipelines. We'll
make a code change in GitHub and raise a pull request that will trigger the Azure
Pipelines job automatically.
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Let's get started:

1. Browse to your GitHub account and open the PartsUnlimited E2E repository.
2. Click on Readme . MD and click Edit:

3 lines (2 sloc) | 352 Bytes Raw | Blame [ [}
Contributing

This project has adopted the Microsoft Open Source Code of Conduct. For more information see the Code of Conduct FAQ or contact
opencode@microsoft.com with any additional questions or comments.

Figure 9.16 - Readme.MD

3. Update the file so that it includes some sample text. Choose the option to create a
new branch and click Propose changes:

Commit changes

Test PR

Test PR to try out the Azure Pipeline Cl flow.

O -0 Commit directly to the master branch.

@® 1% Create a new branch for this commit and start a pull request. Learn more about pull requests.

§* amalik9g-patch-1

| Propose changes | Cancel

Figure 9.17 - Propose changes

4. Click Create pull request, as shown in the following screenshot:

Open a pull request

The change you just made was written to a new branch named amalik33-patch-1 . Create a pull request below to propose these changes.

tl base: master* | € | compare: amalik99-patch-1 v + Able to merge. These branches can be automatically merged.

. Test PR

Write Preview H B I = @ == @ g &~
Test PR to try out the Azure Pipeline Cl flow. y
Attach files by dragging & dropping, selecting or pasting them. M}

Create pull request -

Figure 9.18 - Create pull request
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5. 'This will open the Pull request page. It'll take a couple of minutes for the Azure
Pipelines job to start. Once started, you can click on Details to see the status of the
pipeline job:

Test PR #1

jgie[: =L amalik99 wants to merge 1 commit into master from amalikss-patch-1 [5)

) Conversation 0 -o- Commits 1 [Fl Checks o + Files changed 1

|
‘ | amalik99 commented 1 minute ago [ Owner | () === ‘

Test PR to try out the Azure Pipeline Cl flow. ‘

o s Test PR o Verified =~ ® 9b363ad

Add more commits by pushing to the amalik99-patch-1 branch on amalik99/PartsUnlimitedE2E.

f
o Some checks haven't completed yet Hide all checks

1 in progress check

L] * amalik99.PartsUnlimitedE2E  In progress — This check has started... Details

This branch has no conflicts with the base branch
Merging can be performed automatically.

Merge pull request * | You can also open this in GitHub Desktop or view command line instructions.

. Write | Preview HB I =& =18 @ &

Leave a comment

Attach files by dragging & dropping, selecting or pasting them. [M4]

(&% Close pull request

Figure 9.19 — Pull request automated checks
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6. 'This concludes testing out the continuous integration capabilities of GitHub and
Azure Pipelines. As we can see, Azure Pipelines and GitHub integrate very well
and provide a whole new DevOps experience. You can merge the pull request to
complete this process.

Adding a build Status badge

Azure Pipelines provides markup text that can be used in your GitHub repository
documentation to provide the status of the pipelines job for the project. This can help
developers be aware of the pipeline's status at any time, without the need to go to Azure
DevOps.

Let's learn how to set up an Azure Pipelines Status badge:

1. Loginto Azure DevOps and browse to Your project > Pipelines > PartsUnlimited
E2E.

2. Click on the ellipses (...) and select Status badge:

Edit Run pipeline

Manage security

Rename/move

Status badge

Settings

Delete

Scheduled runs

Figure 9.20 — Status badge
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3. Copy the Sample markdown text box's value. Optionally, you can choose to get
the markdown for a specific branch. Please save this markdown in a temporary
location:

Status badge X

P Azure Pipelines succeeded

Branch

master e

Scope

Pipeline e

Image URL

https://dev.azure.com/PackiLearnAzureDevOps/Parts%20Unlimited%20E2E%20-%20Gitk m

Sample markdown

[![Build Status](https://dev.azure.com/PacktLearnAzureDevOps/Parts%20Unlimited%20E: m

Figure 9.21 - Status badge URL

4. Now, before we can use this in GitHub, we must allow anonymous access to the
project's badge.

5. Click on Project Settings > Pipelines > Settings.
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6. Turn off the Disable anonymous access to badges setting. If you find this option
grayed out, you must turn this off in the organization settings first:

PacktLearnAzureDevOps / Parts Unlimited E2E - GitHu... / Settings / Settings

Project Settings Settings
Parts Unlimited E2E - GitHub Int...
General Retention policy
B Overview
The artifacts, symbols and attachments retention setting is being ignored because the runs retention setti
¥ Teams 4 "9 ng'9 "9
is evaluated first.
&  Permissions
B Notifications .
Days to keep artifacts, symbols and attachments | 30 |
# Senvice hooks
EH  Dashboards Days to keep runs | 30 |
Boards Days to keep pull request runs | 10 |
[  Project configuration Number of recent runs to retain per pipeline (O | 3 |
A Team configuration Learn more about run retention
€) GitHub connections
Repos
General
[)  Repositories
@ Disable anonymous access to badges 0]
Pipelines BT s STeaT D i ieie
mit job authorization scope to current project for non-release pipelines
A Agent pocls Limit job authorizati P project fo lease pipelines @
Il Parallel jobs @ Publish metadata from pipelines (preview) 0]
e Limit job authorization scope to referenced Azure DevOps repositaries (O

Release retention

[t}
&°  Service connections
a

XAML build services

Figure 9.22 - Status badge access

7. Now, you can use this markdown in your GitHub documentation. It is
recommended that you keep this in your repository's README file so that it's the
first thing anyone will see:

PartsUnlimitedE2E /  README.md Cancel
3 Edit file @ Proview changes Spaces = 3 % Softwep =

1 8 Contributing

3 Tnis project has adopted the [Microsoft Open Source Code of Conduct](https://epenscurce.microscét.com/codecfcanduct/). For more information see the [Code of Conduct FAQ]
(nttps: /fopensource. sl crosnft . com/codeafoonduct /€aq/) or comtact [opencodegmlerosoft. com](madlto: cpencodegmicrosoft.con) with any adaitional questions or comsents.

4

5 This is o semple Commit.

|[L[Build Stotys]ihttps://dev.acure. com/PacktlearnizureDevdps/Par imi i ation/_apis/build/status/omal k99, PartsUnlimitedE2Ebranchame-master) ]
(https://dev.azure.con/PacktlearnizureDevlps /PartsX28Unl init %2960 ration/_build/letest MefinitionId=B&branchName-master)

Figure 9.23 - Status badge markdown
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8. Upon committing your changes, you should see the Azure Pipelines badge:

P master ~ | PartsUnlimitedE2E / README.md Go to file

J amaiik99 Updete READMEmd ® Latest commit ee7deel 6 minutes ago D) History
A 2 contributors B '=

7 lines (4 sloc) | 785 Bytes Raw | Blame | # 0O

Contributing

This project has adopted the Microsoft Open Source Code of Conduct. For more information see the Code of Conduct FAQ or contact

opencade@micrasoft.com with any additional questions or comments.

This is a sample Commit.

Figure 9.24 - Status badge showcase

With that, you've completed the Azure Pipelines integration with GitHub. In the next
section, we'll take a look at integrating Azure Boards with GitHub.

Integrating Azure Boards with GitHub

Azure Boards is the best place to plan and track your work items. Integrating Azure
Boards with GitHub allows you to keep using Azure Boards as your planning and
managing platform while you continue using GitHub as your source control management
platform.

By integrating Azure Boards with GitHub, you can link objects from Azure Boards to
GitHub. A few examples are as follows:

» Work item and Git commit/issue/pull request linking means you can link your work
items to the corresponding work being done in GitHub.

 You can update your work item's status from GitHub itself.

 Overall, integration allows us to track and link the deliverable across the two
platforms easily.

Now, let's set up our Azure Boards integration.
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Setting up Azure Boards and GitHub integration

Azure Boards is another extension available in GitHub Marketplace. You can configure the
integration from both Azure DevOps and GitHub Marketplace.

Let's set this up with the help of the following steps:

1. Loginto Azure DevOps and browse to your Parts Unlimited project > Project
settings > Boards > GitHub connections:

0 PacktlearnAzureDevOps / Parts Unlimited E2E - GitHu... / Settings / GitHub connections L Search
B Project Settings GitHub connections
Parts Unlimited E2E - GitHub Int...
+
General
ﬂ B Overview
! ¥ Teams
H B Permissions
B Notifications
’ & Service hooks
‘ [B Dashboards
Boards
b PERSEmITEET Connect GitHub with Azure Boards
s Team configuration . . .
Link commits and pull requests to work items, and see the status of your
development from within Azure Boards.
Repos Connect your GitHub account
[ Repositories
Pipelines ) Alternative connection options
Personal Access Token
8 Agent pools
- GitHub Enterprise Server
Il Parallel jobs
& Settings
EZ Test management
g Release retention
&% Service connections
B XAML build services
Test
ko
EZ Retention

Figure 9.25 - Connecting GitHub to Boards

2. Click on Connect your GitHub account. You will need to authorize Azure Boards
in order to access your GitHub account. Upon successfully linking them, you'll need
to select the GitHub organization you want to connect to.
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3. Azure DevOps will list your repositories. Please choose PartsUnlimited E2E for the
purpose of this project and click Save:

& Add GitHub repositories X

Add the GitHub repositories you want to use with your Azure Boards.

Y parts X

Viewing 2 of 49, 1 selected

fork

o ' 9/PartsUnlimitedE2E  fork

Figure 9.26 - Selecting a GitHub repository
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This will redirect you back to GitHub so that you can install the Azure Boards
application. You can choose to install it for specific repositories or for all your
repositories:

Approve, Install, & Authorize on your personal account mm

— L

suggested installation of this GitHub App 1 minute ago

(O All repositories

This applies to all current and future repositories,
d Only select repositories

E] Select repositories v

Selected 1 repositorny.

b4 " PartsUnlimitedE2E  suggested x

' Write access to code
v Read access to metadata

v Read and write access to commit statuses, content references,
deployments, issues, pull requests, and repository projects

~ Write access to attach content to the following external domains:

o dev.azure.com

o visualstudio.com

| Approve, Install, & Authorize Reject

:/fappvssps.visualstudio.com/oauth2/receive

Figure 9.27 — Approving the Azure Boards extension
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5. Upon installing Azure Boards, you should see your GitHub connection listed with a
green checkmark, meaning it has been successful:

GitHub connections + New connection  (® Help

Connection Authentication type Repaositories Created by

Q it GitHub App [PartsUnlimitedE2E o amymalik
Linnub

Figure 9.28 — GitHub connection status

With that, you have set up Azure Boards and GitHub integration.

Adding an Azure Boards Status badge

Like the Azure Pipelines status badge, Azure Boards also provides a status badge that can
show stats about the work items inside your GitHub repository.

In this section, we'll add a status badge from Azure Boards to our GitHub repository with
the help of the following steps:

1. Log into Azure DevOps, browse to Boards, and click on the settings gear icon:

B rertsniimited E26-..  +  EE parts Unlimited E2E - GitHub Integratio... ~ Y& o

ﬂ Owverview Board  Analytics @ View as Backlog Elues v &% T & P

! Boards To Do < Doing 05 Done <

E‘, Work items Mew item b

Backlogs
ﬁl Sprints

= Queries

Figure 9.29 — Azure Boards work items
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2. On the Settings page, browse to the status badge and set the following settings:

a) Check the Allow anonymous users to access the status badge box.

b) You can choose to show only the 'In Progress' columns or include all columns.

Your screen should look as follows:

Settings

Cards
Fields

Styles

Tag colors
Annotations

Tests

Board
Columns
Swimlanes

Card reordering

Status badge * |

General
Backlogs

Working days

Status badge

Summarize your board in a badge that can be included in a ReadMe file or on a dashboard.

Allow anonymous users to access the status badge.

Configure the details for a badge and copy the resulting URL or Markdown to display the badge with these settings.

(O Show "In Progress” columns only
r @ Include all columns

Preview

B8 Azure Boards To Do 0 | Doing 0 | Done 0

Sample Markdown

[![Board Status](https://dev.azure.com/PacktLearnAzureDevOps/8fe2 1744-2fef-4e97-9a3d-2665c513 1eaf/d2e39666-a747-4186-a2d3-7147a65b26c | [y

Image URL

https://dev.azure.com/PacktLearnAzureDevOps/8fe2 1744-2fef-4e97-9a3d-2665c513 1eaf/d2e39666-a747-4186-a2d3-7147a65b26¢1/_apis/work/bc | [y

Note, badge settings are not saved and can be reconfigured for each badge.

Save and close Cancel

Figure 9.30 — Azure Boards status access

3. Copy the sample markdown field and save the settings. You can use this markdown
in your GitHub documentation.

4. Once you've added the markdown to your GitHub README file, it should show the
Work Items status, as shown in the following screenshot:
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9 lines (5 sloc) | 1.86 KB Rew Blame 0OJ # O

Contributing

This project has adopted the Microsoft Open Source Code of Conduct. For more information see the Code of Conduct FAQ or contact

opencode@microsoft.com with any additional questions or comments.

This is a sample Commit.

o Azure Pipelines |succeeded

BE Azure Boards To Do 0 | Doing O | Done O

Figure 9.31 — Azure Boards status showcase

Next, we'll look at linking Azure Boards objects to GitHub objects.

Linking Azure Boards work items to GitHub objects

Now that we have Azure Boards integrated with GitHub, let's learn how to link and track
items across the two platforms. Let's get started:

1. In Azure Boards, create a new work item. You can use the Azure board status badge
task we completed earlier as an example here:
E% Parts Unlimited E2E - GitHub Integratio... v % &

Board  Analytics (3 View as Backlog
To Do 4 Doing /s Done <
MNew item b

H 346 Update Azure Board Status

State ® To Do

Figure 9.32 — Azure Boards work items

2. You will see that your status badge icon in GitHub gets updated immediately upon
being refreshed, with one item in the To Do state.
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3. Since this task has already been completed, we can link it to the respective GitHub
commit. Open the newly created task and click on Add link:

B 1SSUE 246 2 X
346 Update Azure Board Status
@ Unassigned ~ ¥ 0comments Addtag i Save 8 Close ~ B Follow |8 T e

State ® To Do Area Parts Unlimited E2E - GitHub Integration Updated by amymalik: 2Zm ago
Reason 2 Added to backlog lteration Parts Unlimited E2E - GitHub Integration\Sprint 1 potaic ) & U
Description Planning Deployment
. - Priority 5 o B
Click to add Description To track releases associated with this work item, go to Releases
2 ' and turn on deployment status reporting for Boards in your
Effort L pipeline’s Options menu. Learn more about deployment status
. . reporting
Discussion

Development

=+ Add link

° Add a comment. Use # to link @ work item,
!'to link a pull request, or @ to mention a person.

Link a GitHub commit or pull request to see the status of your
development. Learn more

Link an Azure Repos commit, pull request or branch to see the

b

- status of your development. You can also create a branch to get
- started.

Related Work
+ Add link ~

Add an existing work item as a parent

Figure 9.33 — Add link
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4. Click on the Link type drop-down and choose GitHub Commit. Provide your
GitHub commit URL and click OK. Note that you also have the options to link to a
GitHub issue or pull request:

Add link 8

You are adding a link from:

¢ i ® 346 Update Azure Board Status
Updated 3 minutes ago, ® To Do

Link type

GitHub Commit e

(0 Learn more about GitHub integration with Azure Boards.

GitHub commit url *

https://github.com/amalik99/PartsUnlimitedE2E/commit/2f6209ff79d6c9c1ea751041...

Comment

I (0] 4 I Cancel

Figure 9.34 — The Add link window
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5. You will now see the GitHub commit linked to the work item. Change its State to

Done:
il 155UE 346* 7 X
346 Update Azure Board Status
© Unassigned ¥ 0 comments Addtag S Follow |8 [) % e
State. Area Parts Unlimited E2E - GitHub Integration Updated by amymalik: 4m ago
Reason Completed lteration Parts Unlimited E2E - GitHub Integration\Sprint 1 Details ) &1 1]
Description Planning Deployment
) Pricrity
Click to add Descripfion To track releases associated with this work item, go to Releases
2 ' and turn on deployment status reporting for Boards in your
Effort [y pipeline’s Options menu. Learn more about deployment status
. . reporting
Discussion

Add a comment. Use # to link @ work item,
I'to link a pull request, or @ to mention a person.

=+ Add link

€) @ 2f5209f Update README.md
Updated 7 minutes ago

Related Work
+ Add link

Add an existing work item as a parent

Figure 9.35 - GitHub link added



Integrating Azure Boards with GitHub 317

6. By doing this, you can view your GitHub objects in Azure Boards, which can be
used to directly open the respective commit link in GitHub:

0 Azure DevOps PacktLearnAzureDevOps /  Parts Unlimited E2E - GitHu... / Boards / Boards

B rPartsuniimited 26+ | B parts Unlimited E2E - GitHub Integratio... v ¥ &£

. QR Board  Analytics | (@ View as Backlog
To Do < Doing 05 Daone
Newitem £ 346 Update Azure Board Status

@ Unassigned

¢ Update README.md
Updated 9 minutes ago

. Repos
’ Pipelines

A Testpians
g Artifacts

Figure 9.36 — GitHub link added to Azure Boards

Next, we'll learn how to update a work item's status from GitHub.

Updating work items from GitHub

In this section, we'll learn how to change the state of a work item in Azure Boards from
GitHub itself. This will help you link your GitHub objects to an Azure Boards work item,
enabling a two-way linking and tracking system.
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Let's get started:

1. Go to Azure Boards > Boards > New item. Create a test work item with a name of

your choice:

B rarts uniimited 26 - .. + E% Parts Unlimited E2E - GitHub Integratio... ~ ¢ &

. Overview Board  Analytics | () View as Backlog

To Do Doing

Mew item

H 247 Update Website Info

State ® To Do

Figure 9.37 — Updating the work item
2. Take note of the ID of the work item (it's 347 in this example).

3. Now, go to your GitHub repository, make any minor change to any file, and create a
pull request.

4. In the pull request information box, you can refer to the Azure Boards task by using
AB#347, where 347 is your work item ID:

Open a pull request

The change you just made was written to a new branch named amalik92-patch-3 . Create a pull request below to propose these changes.

N} ‘ base: master ~ | €« | compare: amalik99-patch-3 « + Able to merge. These branches can be automatically merged.

. | | Adding Infomormation

Write Preview

Fixed AB#347
g

Attach files by dragging & dropping, selecting or pasting them.

Create pull request -

@ R ber, contributions to this repository should follow our GitHub Community Guidelines.

Figure 9.38 — Pull request information box
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5. Once you've completed the pull request, you will see that the commit message is
now hyperlinked to Azure Boards and that the status for this work item in Azure
Boards is updated to Done:

Adding Infomormation #3

ied el amalik99 merged 1 commit into master from amalikss-patch-z |5 now

) Conversation 0 -o- Commits 1 [F]l Checks 0 + Files changed 1
’ amalik99 commented 13 seconds ago - edited by azure-boards  bot - Owner | () =--
1

Fixed AB#347

-0 a Update README.md Verified = ® 2efedcd

@ a amalik99 merged commit 92234Ff into master now Revert

Figure 9.39 - Git comment on the pull request
This was a quick example of how to link GitHub objects by referring to
Azure Boards work items by following some simple syntax; that is,
AB#<Work Item ID >.Assoon asyou link the work item to GitHub, your
Azure Board work item will also be updated with a link to the corresponding
GitHub object.



320 Integrating Azure DevOps with GitHub

6. Along with the link objective, in this demonstration, you also updated the state of
the work item by using a simple instruction in the commit message. Let's take a look
at some of the sample messages you can use:

Sample Commit Message Action

Fixed AB#123 Links and transitions the work item to the
"done" state.

Adds a new feature, fixes AB#123. Links and transitions the work item to the
"done" state.

Fixes AB#123, AB#124, and AB#126 Links to Azure Boards work items 123, 124,
and 126. Transitions only the first item, 123,to
the "done" state.

Fixes AB#123, Fixes AB#124, and Fixes AB#125 Links to Azure Boards work items 123, 124,
and 126. Transitions all items to the "done"
state.

Fixing multiple bugs: issue #123 and user story | Links to GitHub issue 123 and Azure Boards
AB#234 work item 234. No transitions.

Figure 9.40 — Sample messages

This concludes how to integrate with Azure Boards and GitHub. In this section, we looked
at how to manage tasks better by using Azure Boards and GitHub together. In the next
section, we'll take a look at GitHub Actions.

Overview of GitHub Actions

GitHub Actions is a CI/CD service from GitHub that's used to build and release
applications being developed in GitHub repositories. Essentially, GitHub Actions is
similar to Azure Pipelines, where you can set up your build and release pipelines to
automate the entire software development life cycle.

GitHub Actions was launched in early 2019 to provide a simple DevOps experience built
into GitHub itself. GitHub Actions includes enterprise-grade features, such as support for
any language with built-in, self-hosted agents for various OSes and container images.

It includes various pre-built workflow templates built by the community, which can make
it easier for you to build your DevOps pipeline.
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It is outside the scope of this book to talk about GitHub Actions in detail, but you can
refer to the GitHub Actions documentation at https://github.com/features/
actions to get started.

Summary

In this chapter, we looked at how to use GitHub and Azure DevOps together to build an
integrated software development platform for our software teams. To do this, we learned
how to set up and manage Azure DevOps pipelines from GitHub, as well as build and
integrate CI/CD solutions.

We also learned about how to plan and track our work better in Azure Boards while
doing software development in GitHub. You should now be able to use GitHub and Azure
DevOps together and improve your overall productivity and DevOps experience. You
should also be able to set up integration between the two services and use it in your daily
DevOps work.

In the next chapter, we'll look at several real-world CI/CD examples with the help of
Azure DevOps.


https://github.com/features/actions
https://github.com/features/actions
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Using Test Plans
with Azure DevOps

In the previous chapter, we covered how you can integrate Azure DevOps with GitHub.

In this chapter, we are going to cover how to use test plans with Azure DevOps.
Comprehensive testing should be added to each software development project, because

it delivers quality and a great user experience for your applications. We will begin with

a brief introduction to Azure Test Plans. Then we will look at how you can manage test
plans, suites, and cases in Azure DevOps. We will run and analyze a test as well. After that,
we will cover exploratory testing and we will install the Test & Feedback extension.

The following topics will be covered in this chapter:

 Introduction to Azure Test Plans

+ Exploratory testing

« Installing and using the Test & Feedback extension
+ Planned manual testing

o Test plans, test suites, and test cases

» Managing test plans, test suites, and test cases

« Running and analyzing a manual test plan
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Technical requirements

To follow this chapter, you need to have an active Azure DevOps organization. The
organization used in this chapter is the Parts Unlimited organization that we created in
Chapter 1, Azure DevOps Overview. You also need to have Visual Studio 2019 installed,
which can be downloaded from https://visualstudio.microsoft.com/
downloads/.

The test plan that is used to run and analyze a manual test plan can be downloaded
from https://github.com/PacktPublishing/Learning-Azure-DevOps-
--B16392/tree/master/Chapter%2010.

Introduction to Azure Test Plans

Manual and exploratory testing can be key testing techniques in delivering quality and a
great user experience for your applications. In modern software development processes,
quality is the responsibility of all the team members, including developers, managers,
business analysts, and product owners.

To drive that quality, Azure DevOps Test Plans offers powerful tools that can be used by
everyone in the team. And by embedding your test plans in Azure DevOps, testing can be
done throughout the whole development life cycle as well.

Azure DevOps Test Plans offers support for planned manual testing, user acceptance
testing, exploratory testing, and stakeholder feedback. This will be covered in more detail
in the following sections.

Let's look at each of them in detail in the following sections. In the next section, we are
going to cover exploratory testing.

Exploratory testing

With exploratory testing, testers are exploring the application to identify and document
potential bugs. It focuses on discovery and relies on the guidance of the individual tester
to discover defects that are not easily discovered using other types of tests. This type of
testing is often referred to as ad hoc testing.


https://visualstudio.microsoft.com/downloads/
https://visualstudio.microsoft.com/downloads/
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter%2010
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter%2010
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Most quality testing techniques use a structured approach by creating test cases up front
(just like we did in our previous demo). Exploratory testing is the opposite of this and is
mostly used in scenarios where someone needs to learn about a product or application.
They can review the quality of the product from the user perspective and provide feedback
quickly. This will also make sure that you don't miss cases that can lead to critical quality
failures. The outcome of these ad hoc tests can later be converted into a test plan as well.

Microsoft has released a Test & Feedback extension for exploratory testing. This extension
can be installed on the browser and used by all the stakeholders that are involved in the
software development project, such as developers, product owners, managers, UX or Ul
engineers, marketing teams, and early adopters. The extension can be used to submit bugs
or provide feedback to contribute to the quality of the software.

In the next demonstration, we are going to look at how we can install the Test & Feedback
extension.

Installing and using the Test & Feedback extension

The Test & Feedback extension can be installed from the Visual Studio Marketplace and is
currently available for Chrome and Firefox (version 50.0 and higher). Chrome extensions
can also be installed in the Microsoft Edge browser. This browser is based on Chromium.

Important note

For a detailed overview of what browsers and features are supported, you
can refer to the following article: https://docs.microsoft.com/
en-us/azure/devops/test/reference-ga?view=azure-
devops#browser-support.

To install the Test & Feedback extension, follow these steps:

1. Navigate to the Visual Studio Marketplace: https://marketplace.
visualstudio.com/.


https://marketplace.visualstudio.com/
https://marketplace.visualstudio.com/
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2. Select the Azure DevOps tab and search for Test & Feedback. Select the Test &
Feedback extension for the list:

Visual Studio

Test & Feedback

182 Results

Test & Feedback
Microsalt 131K
Mow everyone on the team
can own quality. Capture

findings, create isuss, and.

L E & & FREE

©

S5L Labs Test
Kasun Kedagoda 320
Analyse the SSL configuration
af any public web server

using the Qualys S5L Labs §...

L 2 8 25 FREE

Visual Studio Code

Azure Dev

Build your own

Publish extensions

Am: All categories ~  Hosted On: Any v Price: Any ~  Certification: Any v SortBy: Relevance v

TS9N

Test Case Explorer
Microsolt Devtal EXTE

Manage your test cases
better, Find, fer, analyze
uzage of test cases, and more.

L 2 5 FREE

:

Offline Test Execution
Microsolt Devial ds 5

Thiis extension allows the
Tester to perform the Test

Steps even if disconnected.

La 2 5 FREE

“

Pester Test Runner
Richard Fenned 228K
Task now deprecated. Please
use the offical Pester org task

instead....

o o ek FREE

A

Test-Analysis
o Hadad 213

Interactive Test Plan Analysis.

e o e e FREE

-
P

Release Web Smoke
Ml Praylucki 14K
Task for performing a smake
test on a released web

application to validate thati..

% 9 de ek FREE

©

Azure3ss

SoapUl Test Task
Ajeet Chouksey S
Tasles for using SoapUl with
additional jars 1o suppon
genarate consalidated repar...

o ok ke FREE

TestC: lete test

Thisgo Barradas 38

Allows you to run runscope
tests in azure pipelines

% o de ek FREE

SmanBess Software 2,579

Contains a task that allows
you to run TestComplete tests

by using Visual Studic Test...

o e ek FREE

Figure 10.1 - Selecting the Test & Feedback extension

®2>
]
o oo
950°®

e
View Latest Test Resu
Keees Verhaar o 16K
Allows you to easily view the
latest test results for a test

case from the work item form.

o g gk b FREE

A

Test Extension
mayarfl 25
Beta version. An Azure
DevOps extension that

supplies the required entitie...

4 4 % ok FREE

3. 'This will open the detail page for the extension. From here, you can install it. Click
the Install button at the top of the screen:

Test & Feedback

LR N

Overview

Q&A

Microsoft

| & 130,682 clicks | Y Y Y 9

(134) |

Free

Now everyone on the team can own quality. Capture findings, create issues, and collaborate with

the team, directly from the browser.

Install

A ——

Rating & Review

The "Exploratory Testing” extension is now "Test & Feedback™ and is now Generally Available.

Anyone can now test web apps and give feedback, all directly from the browser on any platform: Windows, Mac, or

Linux. Available for Google Chrome and Mozilla Firefox (required version 50.0 or above) currently. Support for

Microsoft Edge is in the pipeline and will be enabled after Edge moves to a Chromium-compatible web platform.

Figure 10.2 - Installing the Test & Feedback extension
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Next, you will be redirected to the supported browsers where this extension can be
installed. Click the Install button below the browser that you are currently using to
install the extension. You will be redirected to the extension page of your current
browser. There, you can install it.

Once the extension is installed, the icon will be added to the right of the address bar.
Select the Connections button:

& O

About / B

The Exploratory Testing extension is now Test & Feedback. Learn more.

Test & Feedback

Version : 1.0.170.0

MNow everyone on the team can own quality.
Capture findings, create issues, and collaborate with
the team, directly from the browser.

Quick demo Help!
Watch the 2-min video to know Visit our documentation page to
how the extension works! learn more.
Feedback Rate us!
Have something to share with us? Liked the extension? You can rate
Reach out to us. us!

Copyright @ 2018 Microsoft Corp. All nights reserved.
License Terms | Privacy Policy | Support

Figure 10.3 — Test & Feedback extension configuration
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6. You need to specify the Azure DevOps server URL there to connect to your Azure
DevOps instance. The URL begins with https://dev.azure.com/ and ends
with the project name. After providing the URL, click Next. After connecting to the
project, you can select the team. Select Parts.Unlimited Team:

Connection settings -

® Connected O Standalone

Server URL Disconnect
https://dev.azure.com/PacktlLearnDevOps/ @

Select your team Refresh

Search... /O

4 packtlLearnDevOps

P LearnDevOps
4 parts,Unlimited

Parts.Unlimited Team ‘

PUL

Figure 10.4 - Connecting to Azure DevOps

7. Click Save.

Now that the extension is configured, we can start using it. You can use the extension for
exploratory testing or for providing feedback:

8.  We are going to start an exploratory testing session. Click the Start button:

Figure 10.5 - Starting exploratory testing

9. 'This will activate the menus. Once you have a web application open for testing, you
can find the area that has a bug, take screenshots, make notes, or record actions as a
video:
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0 BE =@ h,0ono @& O

/

Add a Add a note Record a
screenshot video

Figure 10.6 — Extension options

10. Once you are done with exploring and gathering and registering information, you
can create a bug, task, or test case. Click Create bug:

0O RE =R 00 @& O

m Create bug [ﬂ Create task §= Create test case

Figure 10.7 — Extension options

11. You can provide a title and include your discovered information in there as well:

O EE8 = bh 06 oo & O

New bug X

‘ Found a bug related to shipping information 0 Similar

Include: Image action log Page load data

e Click on

New lest plans page

Test & Feedback extension

e Click on link Test in Connected mode'.

Install the extension

Test in Connected mode

Save

Figure 10.8 — Creating a bug
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12. Click Save.

13. You can also view a list of all the activities from the extension. There you can also
see the bug ID, so you can trace it in Azure DevOps as well:

0 B8 o Blolo o @ o

Session timeline (1) £ —

(1) Now @ 14:55
AN

(@) Bug 178 @ 1453
T Found a bug related to shipping information

(I>) Session Started (id: 3) @ 14:37
N

Figure 10.9 — Overview of actions

Important note

For more information about how to create feedback items in Azure DevOps,
refer to the following website: ht tps: //docs.microsoft.com/
en-us/azure/devops/test/request-stakeholder-
feedback?view=azure-devops. To respond to this feedback items
using the Test & Feedback extension, visithttps://docs.microsoft.
com/en-us/azure/devops/test/provide-stakeholder-
feedback?view=azure-devops#provide.

In this demonstration, we installed the Test & Feedback extension from the Visual Studio
Marketplace, which can be used for exploratory testing.

In the next section, we are going to look into planned manual testing.

Planned manual testing

Over the years, manual testing has evolved together with the software development
process into a more agile approach. With Azure DevOps, manual testing is integrated into
the different agile processes that are supported and can be configured in Azure DevOps.
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Important note

The different agile processes that are supported and integrated in Azure
DevOps are covered in more detail in Chapter 2, Managing Projects with Azure
DevOps Boards.

Software development teams can begin manual testing right from the Kanban board from
Azure Boards. From the board, you can monitor the status of the tests directly from the
cards. This way, all team members can get an overview of what tests are connected to the
work items and stories. From there the team can also see what the status is of the different

tests.

In the following image, you can see the tests and statuses that are displayed on the board:

B rartsuniimited +

ﬂ Overview
l Boards

[ Work items

|

Boards
= Backlogs
), Sprints

== Queries

Repos

o ricelines
A estplans
B Arifacts

E% Parts.Unlimited Team ~ v

Board  Analytics

New

New item

E 23 Provide related items or
frequently bought together
section when people browse or
search

@ Unassigned

Area Path  Parts.Unlimited
Priority 2

&1

+ Add Test || &

@ Verify that the items are
displayed in the

Bl 24 As tester, | need to test
the website on all the relevant
broswers and devices and be
sure that it can handle our load.

@ Unassigned
Area Path  Parts Unlimited
Priority 2

@ View as Backlog

Design @
~ Expedite

Doing

& 142 Dedline in orders noticed
- Please Investigate immediately

@ Unassigned

3 - Medium
Parts.Unlimited

Severity
Area Path
~
Doing

Bar Notify the user abaut any
changes made to the arder

@ Unassigned 10

Area Path  Parts Unlimited
Priority 2
a1

B 38 As a admin, | should be
able to update prices on ad-hoc
condition

= Backlog items AT BN

5/10  Develop & Test ©

Done Doing Done
Done Doing Done

E 33 As a customer, | would like

to stare my credit card details

securely

@ Unassigned

AreaPath  Parts.Unlimited

Priority 2

&3

E 34 As a customer, | should be
able to select different shipping

Figure 10.10 - Tests displayed in the work hub

If more advanced testing capabilities are needed, Azure Test Plans can also be used for all
the test management needs. The Test hub can be accessed from the left menu, under Test
Plans, and there it offers all the capabilities that are needed for a full testing life cycle.
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In the following image, you see the how the Test Hub can be accessed from the left menu,
together with the different menu options:

n Parts.Unlimited + Test Plans
B overview Mine Al —+ New Test Plan 7 /7
Title State Area Path Iteration Path
! Boards
v My Favorites
Repos . ) . .
No favorites yet! Favorite # a test plan to quickly access it here
’ Pipelines ~ @ Parts.Unlimited Team

A Test Plans. [@ Parts.Unlimited_TestPlan1 Active Parts.Unlimited Parts Unlimited\Sprint 2

Test plans
Progress report

Parameters

=

El

Configurations

Runs

B & = 2

Load test

Figure 10.11 - Test Hub in Azure DevOps

These capabilities include test plans, test suites, test cases, test authoring, testing
applications, and test tracking. Test plans, test suites, and test cases will be covered in
more detail in the next section.

Test plans, test suites, and test cases

In Azure DevOps Test Plans, you can create and manage test plans and test suites for
sprints or milestones that are defined for your software development project. Test Plans
offers three main types of test management artifacts: Test plans, Test suites, and Test
cases. These artifacts are all stored in the work repository as special types of work items
and can be exported and shared with the different team members or across different
teams. This also enables the integration of the test artifacts with all of the DevOps tasks
that are defined for the project.

The three artifacts have the following capabilities:

+ Test plans: A test plan groups different test suites, configurations, and individual
test cases together. In general, every major milestone in a project should have its
own test plan.

o Test suites: A test suite can group different test cases into separate testing scenarios
within a single test plan. This makes it easier to see which scenarios are complete.
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o Test cases: With test cases, you can validate individual parts of your code or app
deployments. They can be added to both test plans and test suites. They can also
be added to multiple test plans and suites if needed. This way, they can be reused
effectively without the need to copy them. A test case is designed to validate a work
item in Azure DevOps, such as a feature implementation or a bug fix.

In the next section, we are going to put this theory into practice and see how you can
create and manage test plans in Azure DevOps.

Managing test plans, test suites, and test cases

For this demonstration, we are going to use the Parts Unlimited project again. It also has
a test plan in Azure DevOps, so we are going to look at that first. Therefore, we have to
follow these steps:

1. Open a web browser and navigate to https://dev.azure.com/.

2. Log in with your Microsoft account and select the Parts.Unlimited project. Then,
in the left menu, select Test Plans. This will let you navigate to the test plan that has
already been added to the project.

3. Select Parts.Unlimited_TestPlan1 from the list to open it. The suites of tests are
added to this plan. Select As a customer, I would like to store my credit card
details securely. This will open the list of individual test cases that have been added
to this suite:

. Parts.Unlimited € PartsUnlimited T... v % ¢ 33 : As a customer, | would like to store my credit card details securely (ID: @Help
Jun26-Jul17  Past 164)
i Cvervie 0% run. View
. — R Vi P Define Execute Chart B S Y
Test Suites = @ B r—
! Boards
~ Parts Unlimited_TestPlan1 Test Points (3 items) ) Rur for web application
n 3 36: Provide tentative duratio... .. Title Outcome
‘ Pipekines 3 23: Provide related items or ., .
= Verify that user 15 allowed to save his credit card detail ® Actve
3 37 Notify the user about any ...
A Test Plans Verify that user i3 not allowed to save invalid credit card details @ Active
I 3 33: As a customer, | would lik... . ] T L S e &
plans i v i al it is vl rd et T
E Test — f'f\“ it user 15 allows w & save his vaha credit ca jetails CTve
Ld Z7:As a customer, | would like.
= il b 7] 26: As a custamer, | should b
B3 Parameters T3 29: As a customer, | would like.
L, Configueations [ 40: As a customer, | would like.. .
< Runs [J 39: As a customes, | would like.
B Load test [ 38 As a admin, | should be ab..
[ 25: As a customaer, | should b
B Anifacs

Figure 10.12 - Open the test suite item
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4. 'Then, right-click the first item in the list: Verify that user is allowed to save his
credit card detail. In the menu, select Edit test case:
€ PartsUnlimited T.. ~ ¥ EEMAs a customer, | would like to store my credit card details securelyf{[*3 @Help
Jun26-Jul17  Past 164)
il ew Erort Define Execute Chart W S Y
Test Suites = =]
v PartsUnlimited TestPlant Test Points (3 items) [ % Run for web application =~
E_‘, 36 : Provide tentative duratio... ... = Title Outcome
2 23 : Provide related items or fr... .
B Verify that user is allowed to save his credit card detail &/ tive
37 : Notify th bout any ... .. executi i
0 otily the user sbout any U ‘erify that user is not allowed to save invalid credit car O View fon history ive
[J 33: As a customer, | would lik... .. . ) i o +  Mark Qutcome >
(] Verify that user is allowed to edit and save his valid cre ive
[ 27: As a customer, | would like... . B Run >
0 Reset test to active
E_‘i 26: As a customer, | should b... ..
[2 29: As a customer, | would like... . ’
2 40: As a customer, | would like... . A Assign tester >
39: As a customer, | would like... .

g7

FETCASE 08

Figure 10.13 - Edit the test case

On the edit screen of this test case, there are four steps. You can also link the test
case to a commit, pull request, branch, or work item from here. We are going to add
this test case to an existing work item. Under Related Work, select + Add link and
then click Existing item:

128 Verify that user is allowed to save his credit card detail

@ sioukie 2aal ¥ Dcomments  Add g
State @ Design Area FParts.Unlimited
Reason O New negaticn  PartsUndimited
Steps
@ a A S ] B 1 u
Steps Action
1. Lamchth d lagin into th
2. Ulick on the Profile and select Saved Cards

3. Chck on ADD button to add new card details

4, Enter the Credit Card number, Expiry date, OV number and Card holders name and
click en Save button

Click or type here to odd a step

Hosaeacose ©  Brlow |8 O

Updated by Sjoukje Zaak: Jun 26

Steps  Summary  Associsted Automstion 10 & ']

Deployment
To track releases associated with this work item, go to
Fesbeases and turn on deployment status reporting fur Bosrds
W in your pipeline’s Options menu. Learn mare about
deployment seatus eporting

Development

Expected result

User should be able to login Into the applicatio

an .

User should be navigated to Saved cands page.
+ A link.

Related Waork

Link an Azure Repes commit, pull request or branch to see
e status ol your development. Yiou can sbu create a brandh

Customers card details should be saved S

successiully.

H- add fink ~

& Existing item

[ Newitem
I 10, staee ey evecli cned denall..
Updated 6/26/2020, ® Committed

Details
Priarity
2

Automation status

Naot Automated

Figure 10.14 - Add a work item to the test case
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6. In the Add link window, select Parent and then search for credit card. Select
the Credit Card Purchase feature to link the test case to:

Add link x

You are adding a link from:

9 Eg @ 125 Verify that user is allowed to save his credit card detail
Updated 6/26/2020, ® Design

Link type

‘ Parent e

® work items to link

credit card

| W Feature 22: Credit Card Purchase |

B Test Case 129: Verify that user is not allowed to save invalid credit card details

B Product Backlog Item 33: As a customer, | would like to store my credit card det...
O Test Suite 164: 33 : As a customer, | would like to store my credit card details se...
B Test Case 130: Verify that user is allowed to edit and save his valid credit card d...

Showing 5 suggestions

OK Cancel

Figure 10.15 - Select the work item

7. Click OK to link the work item. The parent feature is now linked to the test case and
test suite. Anyone can now navigate between them and view the relationship.

8. In the test case window, click Save & Close.
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In some cases, test cases should be run in a specific order. To do this click Define in
the top menu and select the Verify that user is not allowed to save invalid credit card
details test case. Then drag the test case above the first test case in the list:

33 : As a customer, | would like to store my credit card details securely (ID: 164) @Help
Define Execute Chart vV T OHEH B SV
Test Cases (3 items) New Test Case =

a Title Order Test Case Id
°

() Verify that user is allowed to save his credit card detail . )
Verify that user is not allowed to save

Verify that user is not allowed to save invalid credit card details - T

() Verify that user is allowed to edit and save his valid credit card details 3 130

Figure 10.16 — Reordering test cases
You will now see that the order of the test cases has changed.
You can also assign different configurations to each test case. For example, you can assign

configurations for different environments such as different versions of Windows or
browsers, mobile devices, and so on:

1. To assign a configuration, right-click on the test case and select Assign
configuration:
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33 : As a customer, | would like to store my credit card details securely (ID: 164) @Help
Define Execute Chart 4 T B w S Y
Test Cases (3 items) New Test Case =

= Title Order Test Case Id

Verify that user is not allowed to save invalid credit card details
@ View Linked ltems
() Verify that user is allowed to save his credit card detail

0] test
() Verify that user is allowed to edit and save his valid credit card details pen fest case

i=  Assign configuration

Remove
Edit test case(s) in grid

Edit test case(s)

2N & =

Copy test case(s)

&

Export test case(s) to CSV

Figure 10.17 - Assign configuration

2. In the configurations overview list, you will see that there is already a configuration
selected for this test case, which is Windows 10. If not, assign it and click Save.
Close the list:

X
ASSIGN CONFIGURATIONS TO SELECTED TEST CASES
Selected test cases 0
Verify that user is not allowed to save invalid credit card details v

Search configurations by name or values...

Configuration name ‘T Configuration values

Windows 10 Operating System:Windows 10

Save Cancel

Figure 10.18 — Available and selected configurations



338 Using Test Plans with Azure DevOps

Important note

Adding and managing test plan configurations is beyond the scope of this book.
However, if you want more information you can refer to the following article:
https://docs.microsoft.com/en-us/azure/devops/
test/test-different-configurations?view=azure-
devops.

Next, we will create a new test suite. You can create three different types of test suites:
static, where you manually assign the test cases; requirement-based, where you create
the suite based on common requirements; and query-based, where test cases are
automatically added based on the outcome of a query:

1. Let's add a new requirement-based test suite. For this, select the three dots next to
Parts.Unlimited_TestPlanl > New Suite > Requirement based suite:

< PartsUnlimited T.. ~ 3% 36 : Provide tentative duration for shipping. (ID: 161)
Jun 26 - Jul 17 Past

Define FExecute Chart
0% run. View report

Test Suites

~ Parts.Unlimited_TestPlan1

=
. Test Cases (1 item)
>

& B} New Suite 0O Static suite

£ = Assign configurations e date is displayed for shipping the prod
£, & Export C8 Query based suite

o & Assign testers to run all tests '

= 1 Import test suites

id

26 : As a customer, | should be... ..

i

= 29:As a customer, | would like... .

Figure 10.19 - Creating a requirement-based test suite
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2. Here, you can create your own query for retrieving work items based on your
requirements. For this demonstration, we will use the default settings. Click Run
query and then select the three items that are related to shipping:
X

CREATE REQUIREMENT-BASED SUITES

Type of query BB Hat list of work items

Filters for top level work items

Query across projects [

And/Or Field* Operator Value
+x 0O Work Item Type v In Group | Microsoft RequirementCategory v/
+X U and | Area Path ~| Under || Partsunkimited A
4+ Add new clause . . .
Run query |
0 Wark Item...  Tithe Priarity  Assigned To Area Path
24 Product B... B As tester, | need to test the website on all the relevant broswers and devices and be sure ... 2 Parts.Unlimited =
P Product B.. [ As a customer, | should be able to put items to shopping cart 2 Parts Unlimited
26 Product B.. B As a customer, | should be able to print my purchase order 2 Parts.Unlimited
27 Product B.. B As a customer, | would like to have a sort capabaility by price and customer ratings 1 Parts.Unlimited
28 Praduct B.. B Recommended products must be based on customer purchase pattern history 2 Parts Unlimited
Er] Product B... [l As a customer, | would like to save my addresses so that | can easily select the address fo... 2 Parts.Unlimited
£l Product B.. [B As marketer, | want to run an AJB test on altemative Web Sites using Application Insights. 2 Parts.Unlimited
| # Product B... = Provide customers the ability to rack status of the package 2 craig109@outionk... Parts.Unlimited ]
32 Praduct B... I As a customer, | would like to have the ability to send my items as gift 2 Sjoukje Faal Parts.Unlimited
33 Product B... [ As a customer, | would like to store my credit card details securely 2 Parts.Unlimited
I 34 Product B... i As a customer, | sheuld be able to select different shipping option 1 Parts.Unlimited ]
35 Product B... i As developer, | want to use Azure Machine Leaming to provide a rec 1 engi.. 1 Parts Unlimited
l 36 Product B... B Provide tentative duration for shipping. 2 Parts.Unlimited I
ar Product B... i Naotify the user about any changes made to the order 2 Parts.Unlimited
38 Praduct B.. B As a admin, | should be able to update prices on ad-hoc condition 2 Parts Unlimited
39 Product B.. B As a customer, | would like to provide my feedback on items that | have purchased 2 Parts Unlimited
40 Product B... [ As a customer, | would like to have a wishlist where | can add items for future purchase 1 Parts.Unlimited ~
« I

18 work iterns (1 selected)

-

Figure 10.20 - Select the work items related to shipping
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3. Click Create suites to create a test suite for each item.

4. We are going to add some test cases to this suite. You can add them one at a time or
use a grid layout to quickly add many test cases. We are going to use the grid layout
here. Select one of the added test suites, click the arrow new to the New Test Case
button, and then click Add test cases using grid:

€ Parts.Unlimited TestPlant ¢ i 31:Provide customers the ability to track status of the package ~ @Help
Jun 26 - Jul 17 Past (ID: 172)
946 rum. View report Define Execute Chart L T H W S OY
Test Suites 8 @

~  Parts.Unlimited_TestPlan

[J 34:As a customer, | sheuld be able to select different shipping op...

I £J 31: Provide customers the ability to track status of the package I

[ 36: Provide tentative duration for shipping. (1)

C2 23: Provide related items or fraquently bought together section .. ...
N,

L3 37 : Notify the user about any changes made to the order (1)

[2 33: As a customer, | would like to store my credit card details se... (... =T

[ 27 : As a customer, | would like to have a sort capabaility by pric.. .. 1
. B

[ 26: As a customer, | should be able to print my purchase order (1) . Z

[ 29: As a customer, | would like to save my addresses so that | ca... ... Add a test case

[ 40: As a customer, | would like to have a wishlist where | canad... _.
Use this tab to collate, add and manage test cases

[ 39: As a customer, | would like to provide my feedback on items... ..

New Test Case

£ 38: As a admin, | should be able to update prices on ad-hoc ca... (.

Add existing test cases
Add test cases using grid

Figure 10.21 — Add test cases using grid

[ 25: As a customer, | should be able to put items to shopping cart (3)

5. Add the following test cases to the grid:
a) First test case:
i) Title: Order summary shows expected delivery date
ii) Step action: Visit 'my orders'
iii) Step expected result: Expected delivery date shown
b) Second test case:
i) Title: Delayed orders highlighted
ii) Step action: Visit order page for delayed package
iii) Step expected result: Delayed status is highlighted
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¢) Third test case:
i) Title: Delivery steps for package
ii) Step action: Visit order page for in-progress package
iii) Step expected result: Delivery steps and status shown

This will look like the following screenshot:

31: Provide customers the ability to track status of the package (ID: 172) @Help

Define Execute Chart
[=e

D Title Step Action Step Expected Result Assigned To  State

Order summary shows expected delivery date Visit “my orders” Expected delivery date shown
Delayed orders highlighted Visit order page for delayed package Delayed status is highlighted
Delivery steps for package Visit order page for in-progress package |Delivery steps and status shown

Figure 10.22 - Define the test cases

6. Click the Save test cases button on the left and then click Close Grid on the right of
the screen.

In this demonstration, we have managed some test cases and created a new requirement-
based test suite. In the next section, we are going to run and analyze a manual test plan.

Running and analyzing a manual test plan

In this demonstration, we are going to run and analyze a manual test plan. For this, we are
going to use the test plan that is already added to the Parts.Unlimited project in Azure
DevOps again and import a test suite. The test suite can be downloaded from the GitHub
repository that belongs to this chapter. You can obtain the GitHub URL at the beginning
of the chapter from the Technical requirements section:

1. Open the test plan of the Parts.Unlimited project again in Azure DevOps.

2. First, we need to add a new static test suite. For this, select the three dots next to
Parts.Unlimited_TestPlanl > New Suite > Static suite. Name the suite End-to-
end tests.
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3. Select the newly created suite and in the top menu, select the import button to
import test cases:

End-to-end tests (ID: 179) N (@Help

B w SV

—>I

Define Execute Chart

Figure 10.23 — Import test cases

4. Import the test plan that is in the folder of Chapter 10 in the source code on
GitHub. Select the CSV file and click the Import button:

X
Import Test Cases

Import test cases via CSV file import

Choose File |Parts.Unlimit...nd tests.csv

Figure 10.24 - Import the CSV file

5. After importing the file, double click on the test case and navigate to the parameters
section. There add some parameters that can be used for testing, similar to the
following screenshot:

Parameter values

Add a shared parameter set | Convert to shared parameters

Email Password Name Phone Address City State  PostalCode Country Promo
admin@packt.com |P@sswOrd  Admin User  425-555-1234  One Packt Way Redmond NH 98052 USA FREE
sjoukje@packt.com P@sswOrd  Sjoukje Zaal | 555-555-5555  Amsterdam Square  Springfield UT 11135 USA FREE

Figure 10.25 — Parameter values
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6. Click Save & Close in the top menu. Now that we have our test suite in place, we
can start testing. Click on the Execute tab in the top menu and click on the test
case, then Run, then Run with options:

End-to-end tests (ID: 179) @Help
Define Chart w» J ¥
Test Points (1 item) Qv Run for web application |

B Title Qutcome Order Test Case Id Configuration Tester
B Confirm that order number appears after successful order . @ Active 2 180 Windows 10 Sjoukje Zaal

) View execution history

~ Mark Outcome >

> Run for web application
) Reset test to active Run for desktop application
| =
& Edit test case
£ Assign tester >

Figure 10.26 - Run the test

7. Keep the default settings in the Run with options window and click Run:

Run with options
Select test type and runner

‘ Manual tests using Web Browser based runner v

Recommended for testing web applications. Capture screenshots, screen
recordings and action logs with this option.

Select a build

‘ “uw

Test results and defects filed are associated to the selected build.

Figure 10.27 - Run with options
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8. 'The test runner is now displayed with all the steps:

H >fﬂSa\.reandclose | m Create bug ¥ | E:'- [ - A

prev Test 1 of 1: Iteration 1 ¥ next b
180: Confirm that order number appears after successful order 1O ~
1..#" Open project site D®
2. Click Brakes @P®
3. Click Disk and Pad Combo @@
4. Click Add to Cart Q®
5. Click Checkout @@
6. Click register a new user @@
7. Enter @Email, @Password, @Password ®E®

Email = admin@packt.com
Password = P@sswOrd

8. Click Register @@
9.  Click you can click this link to confirm the email: [[link]] ®®
10. Click Click here to Log in @@
11.  Enter @Email, @Password @®

Email = admin@packt.com
Password = P@sswOrd

12. Enter @ Name, @Phone, @Email, @Address, @City, @State, @PostalCode, @Country, @@
@Promo

Name = Admin User
Phone = 425-555-1234
Email = admin@packt.com
Address = One Packt Way
City = Redmond

State = NH

PostalCode = 98052
Country = USA

Promo = FREE
13. Click Submit Order @@
14.  Confirm order page has order # @®
EXPECTED RESULT
Order # should appear on order confirmation page
15. Log out @@

Figure 10.28 - Test runner window
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Now we can start the actual testing:

1. Open the Parts.Unlimited project in Visual Studio. We already cloned the
repository earlier in the book. If you need to clone the project again, refer to
Chapter 5, Running Quality Tests in a Build Pipeline.

2. Run the application by pressing F5 and wait until the Parts Unlimited website is
running. Now add the browser next to the test runner window and start testing:

Runaer - Test Plans - Work - Microsoft Edge

s/ /dev.azure.com

[ cremebug ~ [
Test 1 of 1: Iteration 1+
180*: Confirm that order number appears after successful arder Bi1@
Open project site

2.4 Click Brakes
3. Click Oisk and Fad Camiba &l5]  Brakes Lighting Wheels & Tires Batteries il
Click Add to Cart

Cligk C|

ot

6. Click register a new user

T Enter

Click you can dick this link ta confirm the emaik [flink]]

Figure 10.29 - Start testing the web application

3. Follow the instructions according to the test runner. Each time you finish a step,
click on the pass test icon to the right of each step.
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4. If you discover bugs or issues, you can add a comment to the step directly, or create
a separate bug at the top:

H >.<2| Save and close m Create bug ¥ | @ K

prev Test 1 ofwation 1 next b

180*: Confirm that order number appears arter successful order 1@ -
1. Open project site o®
2. Click Brakes oO®
3, Click Disk and Pad Combo Q@
4. Click Add to Cart @®
5. Click Checkout ox
6.  Click register a new user o®
7.  Enter @Email, @Password, @Password o®

Email = admin@packt.com
Password = P@sswOrd

8. Click Register o®
9. Click you can click this link to confirm the email: [[link]] oO®
10.  Click Click here to Log in o®
11, Enter @Email, @Password o®

Email = admin@packt.com
Password = P@sswOrd

12.  Enter @Name, @Phone, @Email, @Address, @City, @State, @PostalCode, @Country, oO®
@Promo

Name = Admin User
Phone = 425-555-1234
Email = admin@packt.com
Address = One Packt Way
City = Redmond

State = NH

PostalCode = 98052
Country = USA

Promo = FREE
13.  Click Submit Order 0@
14. Confirm order page has order # @8

EXPECTED RESULT
Order # should appear on order confirmation page

COMMENT
You first need to click on a link before the confirmation page is displayed.

15./‘Log out o®

COMMENT

Figure 10.30 - Adding a comment or bug
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5. To finish the test, click Save and close in the top menu of the test runner.

6. Now go back to Azure DevOps. In the left menu, click Test Plans > Runs.

7. In the list of recent runs, select the run that we just executed:

Azure DevOps

Parts.Unlimited

Pipelinas

Racant axploratory sessions

PackllearnDevOps [/ PartsUnlimited  /  Test Plans  / Runs
Frter Rum ID.. Go | Recent test runs
[ Testruns  Filter
Recant test rune 0
State Run .. Title Completed Date Build Number Failed  Pass Rate
b Testnms: © Needs investigat... 10 End-to-end tests (Manual)  9/2/2020 2:43:17 FM 1 0%

Figure 10.31 - Recent test runs
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8. 'There, you can see all the details of the test and the outcome:

Enter Run 1D 6o | Run 10 - End-to-end tests (Manual)
9] Run summary  Testresults  Filter

Recent test runs U | # updatecomment | @ Add attachment

Summary L
4 Test runs Qutcome QOutcome by priority
10: End-to-end tests (Manual) ® Completed with failures 5 minutes ago, Ran for 15 minutes 42 seconds
- | Runtype Manual

Recent exploratory sessions Quiner Sjoukje Zaal
Tested build nat available
Release nat available
Release Stage nat available
Build platierm not available
Build flavor not available
Test settings Run time settings
MTM lab environment  not available
Comments I

o 1
No comments
Error message M Failed M Failed
No error message
Qutcome by configuration Qutcome by failure type

Attachments ()

None

o 1 2 o 1

M Failed M Failed

Outcome by resolution

None

0 1 2

M Failed

Figure 10.32 - Test results

In this demonstration, we have created a test suite and imported a test case. We then ran
the test and tested the Parts Unlimited application, and we looked at the results in Azure
DevOps.

This concludes this chapter.
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Ssummary

In this chapter, we have covered Azure DevOps Test Plans. We looked at the different
features and capabilities and managed test plans, test suites, and test cases. Then we
imported a test case from a CSV file and tested the Parts Unlimited application. Then, we
covered exploratory testing in detail, and we used the Test & Feedback extension to report
a bug.

In the next chapter, we are going to focus on real-world CI/CD scenarios with Azure
DevOps.

Further reading

Check out the following links for more information about the topics that were covered in
this chapter:

« Exploratory and manual testing scenarios and capabilities: https: //docs.
microsoft.com/en-us/azure/devops/test/overview?view=azure-
devops

+ Creating manual test cases: https://docs.microsoft.com/en-us/azure/
devops/test/create-test-cases?view=azure-devops

+ Providing feedback using the Test & Feedback extension: https://docs.
microsoft.com/en-us/azure/devops/test/provide-stakeholder-
feedback?view=azure-devops

« Exploratory testing with the Test & Feedback extension in Connected mode:
https://docs.microsoft.com/en-us/azure/devops/test/
connected-mode-exploratory-testing?view=azure-devops


https://docs.microsoft.com/en-us/azure/devops/test/overview?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/overview?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/overview?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/create-test-cases?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/create-test-cases?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/provide-stakeholder-feedback?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/provide-stakeholder-feedback?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/provide-stakeholder-feedback?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/connected-mode-exploratory-testing?view=azure-devops
https://docs.microsoft.com/en-us/azure/devops/test/connected-mode-exploratory-testing?view=azure-devops
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Real-World CI/CD
Scenarios with Azure
DevOps

In this chapter, we'll show you some sample projects where the continuous integration
and continuous delivery (CI/CD) processes are handled by using Azure DevOps. We'll
be taking sample applications and setting up a CI/CD pipeline using Azure DevOps for
managing the software development, deployment, and upgrade life cycle.

We'll be covering the following topics in this chapter:
o Setting up a CI/CD pipeline for NET-based applications
o Setting up a CI/CD pipeline for a container-based infrastructure

o Azure Architecture Center for DevOps

Technical requirements

To follow along with this chapter, you need to have an active Azure DevOps organization
and an Azure subscription.
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You can sign up for a test Azure DevOps organization at https://dev.azure.com
You can get a trial for an Azure subscription at https://azure.microsoft.com/
en-in/free/ if you do not have one already.

The code for this chapter is available at https://github.com/PacktPublishing/
Learning-Azure-DevOps---B16392/tree/master/Chapterll.

Setting up a CI/CD pipeline for .NET-based

applications

A typical .NET-based application includes applications developed using Microsoft's NET
Framework and uses a SQL database in the backend. You may have multiple layers of
applications, such as a frontend, backend (also known as the middle tier or API tier), and
data tier (SQL Server).

Azure Pipelines, which is part of Azure DevOps, provides a comprehensive solution to
build, deploy, and manage your .NET-based infrastructure deployments. In this section,
we'll look at the steps to configure CI/CD for a sample .NET-based application.

We will be creating two environments, named staging and production, for the application
and setup of a CI/CD pipeline.

Introduction to the sample application

We'll be using a simple ToDo application for this walkthrough. It's a web-based
application that uses a SQL database in the backend.

It is built using Microsoft ASPNET, targeted for NET Framework version 4.62. You can
access the source code here: https://github.com/Azure-Samples/dotnet-
sgldb-tutorial/tree/master/DotNetAppSqglDb.

It is recommended that you take a quick look at the application code to get familiar with it
before we start building the CI/CD pipeline.


https://dev.azure.com
https://azure.microsoft.com/en-in/free/
https://azure.microsoft.com/en-in/free/
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter11
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter11
https://github.com/Azure-Samples/dotnet-sqldb-tutorial/tree/master/DotNetAppSqlDb
https://github.com/Azure-Samples/dotnet-sqldb-tutorial/tree/master/DotNetAppSqlDb
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Preparing the pre-requisite Azure infrastructure
In this section, we'll create the required Azure infrastructure to host the application. We

will be creating the following resources:

1. Resource groups: The following resource groups will be created for hosting the
Azure resources for both environments:

a) Contoso-ToDo-Staging
b) Contoso-ToDo-Production

2. Application components: We'll be creating the following resources for both the
staging and production environments:

a) Azure App Service to host the web application
b) Azure SQL Database to host the SQL database

Creating a resource group in Azure

A resource group is a container that holds resources in the Azure cloud. Typically, a
resource group includes resources that you want to manage as a group or are maintained
in a similar life cycle. We'll be creating two resource groups: one for production and one
for staging. Let's create the resource groups in Azure:

1. Login to the Azure portal, https://portal.azure.com, with your Azure
credentials.
2. Click on + Create a resource and search for resource group:

Microsoft Azure P Search resources, services, and docs (G+/

«

Home >
Create a resource l

[+ New

ﬁ Home

k] Dashboard

[[ O resource group] | X
= All services
o TS Azure Marketplace Seeall Popular

@ App Services

B sSQL databases

Ubuntu Server 18.04 LTS

Learn more

Al + Machine Learning

L1}

is All resources Get started Windows Server 2016 Datacenter
Quickstarts + tutorials

() Resource groups Recently created

Analytics

Figure 11.1 - Resource groups in the Azure portal


https://portal.azure.com
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3. Click Create on the resource group page.

4. Select your subscription and enter the resource group name as Contoso-ToDo-
Staging.

5. Choose a region close to your location:

Create a resource group

Basics  Tags Review + create

Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Learn more 2

Project details

Subscription * (O | ~

Resource group * (D | Contoso-ToDo-5taging N

Resource details

Region* @ | (US) East US v

Figure 11.2 — Resource group creation
6. Click on Review + Create and then Create to start the deployment.

7. Repeat the steps to create another resource group for the production environment
named Contoso-ToDo-Prod.

You've now created resource groups to host Azure resources.

Creating Azure App Service

Azure App Service is Microsoft Azure's Platform as a Service (PaaS) web hosting
service. You can host any web-based application built in almost any language using App
Service. Being a Paa$ offering, App Service allows you to just push your code and get
your application live without worrying about the underlying hardware, OS, and platform
components.
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In this example, we'll be using Azure App Service to host the ToDo application:

1. Inthe Azure portal, click on + Create a resource and click on Web App:

Microsoft Azure P Search resources, services, and docs (G+/,

«

Home >

New

ﬁ Home

[k Dashboard

|p ISearr_h the Marketplace

i= All services

o TS Azure Marketplace  Seeall Popular

EEE Al resources Gotietarted Windows Server 2016 Datacenter
Quickstarts + tutorials

[ ] Resource groups

Recently created
@ App Services

Al + Machine Learning Ubuntu Server 18.04 LTS
SQL databases @ Learn more

£ Analytics
y
K3 virtual machines :
Blockchain Web App
) Storage accounts Compute @@ Quickstarts + tutorials

Figure 11.3 — Azure Web App in the portal

o

On the Web App Creation page, please enter the following values:
a) Subscription: Choose your Azure subscription.

b) Resource Group: Select the staging resource group created in the previous
task.

¢) Name: Enter a unique name for your web application - for example,
contosotodostagingXX, where XX is your initials.

d) Publish: Choose Code.
e) Runtime stack: Choose ASP.NET V4.7.
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f) Operating System: Choose Windows.

g) Region: Choose a region close to your location:

Create Web App

Basics  Monitoring Tags  Review + create

App Service Web Apps lets you quickly build, deploy, and scale enterprise-grade web, mobile, and APl apps running on
any platform. Meet rigorous performance, scalability, security and compliance requirements while using a fully managed
platform to perform infrastructure maintenance. Learn more &

Project Details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage
all your resources,

Subscription * © l A |

Resource Group * (@ l Contoso-ToDo-5taging v |

Create new

Instance Details

Mame * [ contosotodostaging “ |

.azurewebsites.net

Publish * @ Code O Docker Container

Runtime stack * l ASP.MET V4.7 v |
Operating System * Linux @ Windows

Region * l Central US v |

© Not finding your App Service Plan? Try a different region.

Figure 11.4 — Azure App Service creation
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3. Under App Service Plan, choose the following:
a) Windows Plan: Enter a new App Service plan name

b) Sku and Size: You can choose any SKU; it is recommended using SO or Basic
to avoid any significant Azure costs since this is for testing. In production, you'd use
a size that is suitable for your application resources demand:

App Service Plan

App Service plan pricing tier determines the location, features, cost and compute resources associated with your app.
Learn more &

Windows Plan (East US) * @ (New) ASP-ContosoToDoStaging-8a24 ~
Create new
Sku and size * Standard S1
100 total ACU, 1.75 GB memory
Change size

Figure 11.5 — App Service SKU
4. Click Review + Create and then Create to start the deployment.
Once completed, you'll receive a notification with the status displayed as completed.

5. Repeat the steps in this task to create another Azure app service for the production
environment.

In this task, we created an Azure app service for hosting the ToDo web application.
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Creating an Azure SQL database

Our sample ToDo app is using Microsoft SQL Server to store all its application data. In
this task, we'll create a new Azure SQL database that will be used by the ToDo app to store
all the persistent data:

1. Inthe Azure portal, click on + Create a resource and select SQL Database:

Microsoft Azure /0 Search resources, services, and docs (G+/)

e

[ + Create a resource l Home >
“ Home New
L& Dashboard | £ Search the Marketplace
i= All services
O RVORITES Azure Marketplace Seeall Popular
EE5 Al resources o — Windows Server 2016 Datacenter

(4 R Quickstarts + tutorials
esource groups Recently created

@ SRR Al + Machine Learning @ Ubuntu Server 18.04 LTS
El sQL databases Analytics Learn more
n Virtual machines Blackchain Web App
= Storage accounts Compute @ Quickstarts + tutorials
b Azure Active Directory Containers SQL Datab
atabase
£ Azure Cosmos DB Databases a Quickstarts + tutorials

Figure 11.6 — SQL Database in Azure
2. On the SQL Server Basics details page, provide the following values:
a) Subscription: Select your Azure subscription.
b) Resource group: Select the staging resource group created earlier.
¢) Database name: contosotodo-staging-db.
d) Server: Create new:

i) Server Name: Provide a unique SQL Server name, such as contosotodo-
staging-dbserver.

ii) Provide a username and password of your choice.

iii) Location: The Azure region used for deploying the web application.
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e) Want to use SQL elastic pool?: No.

t) Compute + storage: Change the SKU to SO or Basic to keep the Azure costs
low during this test project. In reality, you'd need to choose the right compute and
storage combination as per your application requirements:

Create SQL Database

Microsoft

Basics  Networking  Additional settings Tags  Review + create

Create a SQL database with your preferred configurations. Complete the Basics tab then go to Review + Create to
provision with smart defaults, or visit each tab to customize. Learn more [Ed
Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * @ | VSE-MPN-SPE-DD v |

Resource group * (& | - 3 ' |

Create new

Database details

Enter required settings for this database, including picking a logical server and configuring the compute and storage
resources

Database name * l Enter database name ‘

Server* (O l (new) contosotodo-staging-dbserver (East US) ~ ‘
Create new

Want to use SQL elastic pool? * © O ves ® No

Compute + storage * @ Standard S0

10 DTUs, 250 GB storage

Configure database

Figure 11.7 - Create SQL Database in Azure
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3. Click on Next: Networking >.

4. For the Networking configuration, select Public endpoint for Connectivity
method and choose Yes for Allow Azure services and resources to access this
server. Please note that this is just for the purpose of this test project deployment;
in production, it is advised to allow access to SQL Server from your specific
application servers only. Once selected, click on Review + create:

Create SQL Database

Microsoft

Basics  MNetworking  Additional settings Tags  Review + create

Configure network access and connectivity for your server. The configuration selected below will apply to the selected
server 'contosotodo-staging-dbserver' and all databases it manages. Learn more &

Network connectivity

Choose an option for configuring connectivity to your server via public endpaoint or private endpoint. Choosing no access
creates with defaults and you can configure connection method after server creation. Learn more 4

Connectivity method * @ (O Noaccess
I @ Public endpoint

O Private endpoint

Firewall rules

Setting 'Allow Azure services and resources to access this server’ to Yes allows communications from all resources inside
the Azure boundary, that may or may not be part of your subscription. Learn more [4
Setting 'Add current client IP address' to Yes will add an entry for your client IP address to the server firewall.

Allow Azure services and resources to No Yes
access this server *

Add current client IP address * Yes

[ < Previous ] l Next : Additional settings >

Figure 11.8 - Reviewing SQL database creation in Azure

5. Click Create to start the deployment. Once completed, you'll receive a notification
in the notification menu.

6. Navigate to the newly create Azure SQL database and copy the connection string.
This will be used in the upcoming sections.

7. Repeat the steps to create another Azure SQL database for production.

In this task, we've created Azure SQL databases for our application.
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Setting up an Azure DevOps project

Now that our Azure infrastructure is ready, we'll now set up an Azure DevOps
organization to build the CI/CD pipeline. We will be using Azure Repos as our source
control management system:

1. Logintohttps://dev.azure.com using your Azure DevOps account.

2. Create a new project named Contoso ToDo in your DevOps tenant:

Create new project X

Project name *

Contoso ToDo

Description
Azure DevOps Project for Contoso ToDo Application |

Visibility
Public Private
Anyone on the internet can Only people you give
view the project. Certain access to will be able to
features like TFVC are not view this project.
supported.

Vv Advanced

Figure 11.9 - Creating a DevOps project
3. We will start by importing the application code in Azure Repos. Click on Repos.


https://dev.azure.com
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4. Click on Import under Import a repository:

I‘:J Azure DevOps

B contosoTono +

B ovenview
B Boards
A repos
[ Files

¥ Commits
Pushes

Branches

& oW [

Tags

1 Pull requests
’ Pipelines
A Test Plans
. Anrtifacts

PacktlearnAzureDevOps  /  Contoso ToDo Repos / Files / % ContosoToDo v

Contoso ToDo is empty. Add some code!

Clone to your computer

HTTPS (] httpsy//PacktLearnizureDevOps@dev.azure.com/PacktLearnfzureDe | [ OR L] Clonein VS Code v

Generate Git Credentials

@ Having problems authenticating in Git? Be sure to get the latest version Git for Windows or our phagins for Intelli), Eclipse, Android Studia or Windows command line

Push an existing repository from command line

HTTPS ]

git remote add arigin ; m
https://PackiLearnAzureDevOps@dev.azure com/PacktLearnAzureDevOps/Contoso®%  »

Import a repository

Initialize $master branch with a README or gitignore

® AddaREADME  Add a gitignore: None Initialize

Figure 11.10 - Import a repository

5. For the repository URL, enter https://github.com/Azure-Samples/
dotnet-sgldb-tutorial/ and click Import:


https://github.com/Azure-Samples/dotnet-sqldb-tutorial/
https://github.com/Azure-Samples/dotnet-sqldb-tutorial/
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Import a Git repository X
Repository type

® Git “

Clone URL *

https://github.com/Azure—SampIes/dotnet—sqldb—tutorial/i

() Requires Authentication

Figure 11.11 - Importing a repository from GitHub

Once the import is successful, we'll see that project files are now available in Azure Repos.
You can explore the code files to look under the hood of the ToDo application. The folder
named DotNetAppSQLDb contains the source file of the application:

G Azure DevOps PacktlearnAzureDevOps / ContosaToDo / Repos [ Files / @ Contoso ToDo v
. Contoso ToDo © Contoso ToDo : ¥ master ¥ B3 / Typetofind a file or folder...
ﬂ Overview > m DotNetAppSqlDb Files

[ .gitignore Contents  History
% Boards

[d DotNetAppSqlDb.sin
n Repos 0 Name T Last change Commits

LICEMSE

B Files MI READMEmd Ba DotMetappSqlDb Jun 28 2019 95caeSaa upgrade to vd.7.2 Cephas Lin
¢ Commits [ gitignore Apr 6, 2017 28530a2F Initial commit Microsoft GitHub User
2, Pushes [ DotMetAppSglDbsln Apr 6, 2017 583925 add files Cephas Lin
% Branches ) LICENSE Apr 6, 2017 3f215eb@ Initial commit Microsoft Open Source
& Tags Ml README.md Apr B 2019 aBael5ef Update READMEmd Cephas Lin
11 Pull requests

Figure 11.12 - Files in the Azure repo
We will now set up a build pipeline for the application.
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Setting up Cl for the application

Now that our application code is in Azure Repos, let's create a build pipeline that will
build the application package to be deployed to Azure App Service:

1. In Azure DevOps, browse to Pipelines and click on Create Pipeline:

Create your first Pipeline

Automate your build and release processes using our wizard, and go from
code to cloud-hosted within minutes.

Create Pipeline

Figure 11.13 - Creating a pipeline

2. Click on Use the classic editor to create the pipeline using the GUI (this is optional;
as described in previous chapters, you can choose to configure the pipeline using a
YAML file):

Connect Select Configure Review

MNew pipeline
Where is your code?

Azure Repos Git ~ YAML
Free private Git repositories, pull requests, and code search

Bitbucket Cloud = YAML
Hosted by Atlassian

GitHub ~ YAML
Home to the world’s largest community of developers

GitHub Enterprise Server ~ YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
Centralized version control by Apache

I Use the classic editor Io create a pipeline without YAML.

Figure 11.14 - Select the classic editor

NeDOd




Setting up a CI/CD pipeline for .NET-based applications 365

3. Select your Azure repo and master branch, then click Continue to move to the next
step:

Select a source
@

> ) O = o g

Azure Repos Git GitHub GitHub Enterprise Subversion Bitbucket Cloud Other Git
Server

Team project

B Contoso ToDo o

Repository

4 Contoso ToDo v

Default branch for manual and scheduled builds

3—" master e

Continue

Figure 11.15 - Selecting the repo
4. Select ASPNET as the pipeline template:

Select a template
Or start with an & Empty job

Configuration as code

YAML

Looking for a better experience to configure your pipelines using YAML files? Try the new YAML
pipeline creation experience. Learn more

Featured

wl .NET Desktop

Build and test a NET or Windows classic desktop solution.

- .
l'l Android

Build, test, sign, and align an Android APK.

,QI ASP.NET
Build and test an ASP.NET web application.

Figure 11.16 - Selecting the pipeline template
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5. Review the pipeline configuration. For the purpose of this project, the default
configuration does the job. Once it's reviewed, click on Save & queue:

PacktLearnAzureDevOps / Contoso ToDo  /  Pipelines |P Search l = & @ Py e

& - > Contoso ToDo-ASP.NET-CI

Tasks Variables Triggers Options Retention  History Save & queue ¥ ) Discard = Summary > Queue ---

Pipeline
Build pipeline
MName *
== Getsources
»d Contoso ToDo § master l Contoso ToDo-ASP.NET-CI |
. Agentpool* (&) | Pool information | Manage 1=
Agent job 1 +
& funcnagent l Azure Pipelines ~ | O

'e Use NuGet 4.4.1

P NuGet tool installer Agent Specification *

l vs2017-win2016 hd |
'e MNuGet restore
HuGet

Parameters @ | @ unlink all
Build solution .
Visual Studio build Path to solution or packages.canfig * o

L] |
A Test Assemblies l A\ sln |
o
4+

Visual Studio Test
Artifact Name * @&

Publish symbols path
Index sources and publish symbals | drop |

Publish Artifact

Publish build artifacts

Figure 11.17 - Pipeline build tasks

6. In the Run Pipeline wizard, you can add a comment and click Save and run to
start execution.
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7. Once the job is in progress, you can review the status by click on the job name:

PacktLearnAzureDevOps / Contoso ToDo Pipelines / Contoso ToDo-ASP.NET-CI 20200824.1
< Jobs in run #20200824.1 ® Agentjob 1
Contoso ToDo-ASP.NET-CI
Jobs
Pool: Azure Pipelines
. Image: vs2017-win2@le
v @ Agentjob1 Tm 21s

Agent: Hosted Agent

Started: Just now
Initialize job 7s

& » Job preparation parameters

Checkout Contoso ToDo@master ... 8s 5 T (e e e

B 1 artifact produced
Use NuGet 4.4.1 <1s

Job live console data:

Finishing: Agent job 1
NuGet restore 325

Build solution 245
Test Assemblies 1s
Publish symbols path As

Publish Artifact 1s

O 00000 0O

Post-job: Checkout Contoso ToD... <1s
Finalize Job <1s

Report build status <1s

Figure 11.18 - Pipeline build status
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8. Now, let's enable CI on the pipeline to auto-start the build on commit to the master
branch. Edit the pipeline and browse to Triggers, and enable CI. You can choose to
filter by branch or change to a different branch if you are not using master as your
primary branch:

& - > Contoso ToDo-ASP.NET-CI

Tasks Variables Triggers Options Retention History | B save & queue ~ ) Discard = Summary [» Queue

Continuous integration g Cont ToD
ontoso ToDo

pg Contoso ToDo
Enabled

Ia Enable continuous integration I

Scheduled + Add (O Batch changes while a build is in progress
No builds scheduled Branch filters
Type Branch specification
Build completion t Add
| Include e ‘ i master ~ ‘ T
Build when another build completes
—+ Add
Path filters
~+ Add

Figure 11.19 - Enable continuous integration

In this task, we created a build pipeline and performed a successful build of our sample
ToDo application. In the next task, we'll perform the deployments.

Setting up continuous delivery for the application

Now that our application is ready to be deployed, we'll create a release pipeline to deploy
the application in Azure. In this pipeline, we'll define which Azure resources to deploy the
application to and add additional deployment controls.

Setting up the service connection

Azure DevOps requires access to an Azure subscription in order to be able to deploy and
update Azure resources. Service connections in Azure DevOps allow you to connect your
Azure DevOps project to external services. Let's create a service connection for Azure
Pipelines:

1. Login to Azure DevOps and browse to Project Settings | Service Connections.

2. Click on Create service connection.

3. In the connections list, select Azure Resource Manager:



Setting up a CI/CD pipeline for .NET-based applications 369

New service connection

Choose a service or connection type

SO Search connection types

O Azure Classic
O ®@a Azure Repos/Team Foundation Server

@ Azure Resource Manager

Figure 11.20 - ARM service connections

4. For the service connection authentication method, choose Service principal
(automatic):

New Azure service connection X

Azure Resource Manager

Authentication method

@ @ Service principal (automatic) Recommended

O o\ Service principal (manual)
O @ Managed identity

(O @ Publish Profile

Figure 11.21 - ARM service connections service principal
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5. Azure DevOps will now require you to authenticate to Azure. Please log in with an
account with at least subscription owner rights and global admin rights in the Azure
Active Directory (AD) tenant. You can choose to allow the service connection
scope to be limited to a resource group or allow the entire subscription. Select your
Azure subscription and give it a name:

New Azure service connection e

Azure Resource Manager using service principal (automatic)
Scope level
@ Subscription

O Management Group
(O Machine Learning Workspace

Subscription

N e - e « S & - _— - Y

Resource group

Details

Service connection name

Azure Connection|

Description (optional)

Security

Grant access permission to all pipelines
Learn more

Back Save
Troubleshoot

Figure 11.22 - Creating a service connections service principal

This service connection is now ready to be used in Azure Pipelines.
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Creating a release pipeline
Release pipelines include all the steps and the workflow to deploy the application to
various environments, such as development, staging, QA, and production. Let's start with
creating a release pipeline for our ToDo app:

1. Login to Azure DevOps and launch your Contoso ToDo project.

2. Browse to Pipeline | Releases.

3. Click on New pipeline:

® 4
p Y

No release pipelines found

Automate your release process in a few easy steps with a new pipeline

New pipeline

Figure 11.23 — New release pipeline
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4. 'This will open a page to select a template. Since we're planning to deploy our ToDo
app to App Service, select Azure App Service deployment:

Select a template A Search

Or start with an & Empty job

Featured

@ Azure App Service deployment

Deploy your application to Azure App Service. Choose from
Web App on Windows, Linux, containers, Function Apps, or
WeblJobs.

Deploy a Java app to Azure App Service
Deploy a Java application to an Azure Web App.

‘ Deploy a Node.js app to Azure App Service
Deploy a Node.js application to an Azure Web App.

Deploy a PHP app to Azure App Service and
Azure Database for MySQL

Deploy a PHP application to an Azure Web App and database
to Azure Database for MySQL.

Deploy a Python app to Azure App Service and
Azure database for MySQL

Deploy a Python Django, Bottle, or Flask application to an

Figure 11.24 - The Azure App Service deployment task

5. Enter Staging Environment for Stage name. You can choose to give any other
meaningful name that best depicts the scenario in your environment:

Stage [i] Delete < Move v ---

Development Environment

£ Properties ~

Name and owners of the stage

Stage name

Development Environment

Stageowner
o X

Figure 11.25 - Staging stage
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6. You can now close the Stage blade. Your pipeline should look as follows:

All pipelines > % New release pipeline
Pipeline (O Tasks v Variables  Retention  Options  History

Artifacts | + Add Stages | + Add
| |
: Add an P %  Development Envi... Q
artifact |

o @ 1 job, 1 task

Schedule
not set

Figure 11.26 — Pipeline snapshot

7. In order to deploy the application, first we need to get the application package from
the outputs of the build pipeline. Under Artifacts, click + Add:

Artifacts || +— Add

Schedule
G not set

Figure 11.27 — Artifact in the release pipeline
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8. Select Build as Source type and select the build pipeline created in the previous
task. You can choose to configure which version is to be deployed by default:

Add an artifact

Source type

4 ¢ O =

~/ Build Azure Repos ... GitHub TFVC

5 more artifact types v
Project* (0)

Contoso ToDo N

Source (build pipeline) * (@

Contoso ToDo-ASP.NET-CI A

Default version * (1)

Latest A

Source alias* ()

_Contoso ToDo-ASP.NET-CI

@ The artifacts published by each version will be available for deployment in release pipelines. The
latest successful build of Contoso ToDo-ASP.NET-Cl published the following artifacts: drop.

9. Click on the Continuous deployment trigger button and enable continuous
deployment. Enabling continuous deployment will trigger a release every time
there's a new build version available (typically after you run a build pipeline with
CI). If you enable Pull request trigger, a release will be created every time we have
a new build version, even with a pull request. This may be a useful scenario for pure
development pipelines:

Figure 11.28 - Artifact source in the release pipeline
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Continuous deployment trigger

Artifacts | + Add Stages | —|— Add ~ Build: _Contoso ToDo-ASP.NET-CI
@ cnabled
@ Creates a release every time a new build is available.
&
£  Development Envir... Build branch filters ©
_Contoso ToDo- ) R
ASP.NET-CI R @ 1job, 1task
Mo filters added.
4+ Add | v
Schedule .
@1 hot set Pull request trigger
Build: _Contoso ToDo-ASP.MET-CI
(® ) Disabled
0] Enabling this will create a release every time a selected
workflow

Figure 11.29 - Enabling continuous deployment

10. In Stages, click on 1 job, 1 task in the development environment:

Stages | + Add v

% | Development Envir... @
L | |O 1job, 1task

Figure 11.30 - Pipeline stage
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11. Inside the tasks view, select your Azure subscription service connection and the app
service that you deployed earlier:

Stage name

Development Environment

Parameters @ | @ Unlink all
Azure subscription * @ | Manage
Azure Connection v O

®© Scoped to subscription 'VSE-MPN-SPE-DD*

App type @

Web App on Windows v
App service name * @

contosotodostaging vio O

Figure 11.31 — App service deployment task

12. Click on Deploy Azure App Service and review the app service deployment
information.

13. Click on + to add another task to apply the SQL migration scripts for getting the
database ready. Search for SQL and select Azure SQL Database deployment.

14. In Azure SQL Task, change the following settings:
a) Display Name: Apply database migration script.

b) Select your Azure subscription and provide the database connection details
captured while creating the Azure SQL database.

¢) Deploy Type: Inline SQL script



Setting up a CI/CD pipeline for .NET-based applications 377

d) Inline SQL Script: Provide the following script code. This will create the
required tables in the SQL database. Please note that this is a sample SQL script
to create the required schema (also available at https://github.com/
PacktPublishing/Learning-Azure-DevOps---B16392/tree/
master/Chapterll);in a production environment, you may choose to do so
using the SQL Server Data Tools project in Azure Pipelines. Please refer to this
documentation to learn more about doing Azure DevOps for SQL: https://
devblogs.microsoft.com/azure-sqgl/devops-for-azure-sqgl/:

/*****x* Object: Table [dbo]. [

MigrationHistory] Script
Date: 8/24/2020 12:35:05 PM ****x%x/

SET ANSI NULLS ON

SET QUOTED IDENTIFIER ON

IF NOT EXISTS
( SELECT [name]
FROM sys.tables
WHERE [name] = ' MigrationHistory'
)
BEGIN
CREATE TABLE [dbo].[ MigrationHistory] (
[MigrationId] I[nvarchar] (150) NOT NULL,
[ContextKey] [nvarchar] (300) NOT NULL,
[Model] [varbinary] (max) NOT NULL,
[ProductVersion] [nvarchar] (32) NOT NULL,

CONSTRAINT [PK dbo. MigrationHistory]
PRIMARY KEY CLUSTERED

(
[MigrationId] ASC,
[ContextKey] ASC

)WITH (STATISTICS NORECOMPUTE = OFF, IGNORE DUP
KEY = OFF) ON [PRIMARY]

) ON [PRIMARY] TEXTIMAGE ON [PRIMARY]

END
/****** Object: Table [dbo]. [Todoes] Script


https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter11
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter11
https://github.com/PacktPublishing/Learning-Azure-DevOps---B16392/tree/master/Chapter11
https://devblogs.microsoft.com/azure-sql/devops-for-azure-sql/
https://devblogs.microsoft.com/azure-sql/devops-for-azure-sql/
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Date: 8/24/2020 12:35:05 PM ****%%/
SET ANSI NULLS ON

SET QUOTED IDENTIFIER ON

IF NOT EXISTS
( SELECT [name]
FROM sys.tables
WHERE [name] = 'Todoes'
)
BEGIN
CREATE TABLE [dbo] . [Todoes] (
[ID] [int] IDENTITY(1,1) NOT NULL,
[Description] [nvarchar] (max) NULL,
[CreatedDate] [datetime] NOT NULL,
CONSTRAINT [PK dbo.Todoes] PRIMARY KEY CLUSTERED
(
[ID] AscC

)WITH (STATISTICS NORECOMPUTE = OFF, IGNORE DUP
KEY = OFF) ON [PRIMARY]

) ON [PRIMARY] TEXTIMAGE ON [PRIMARY]

END

15. Click Save and + to add another task. We'll now need to add another task to update
the connection string of the database in the connection settings of Azure App
Service.

16. Search for Azure App Service Settings in the task's menu:
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All pipelines > 7 New release pipeline

Pipeline Tasks ~ Variables Retention Options History

Development Environment

Add tasks ) Refresh

Run on agent 4=
B Run on agent
i @@=, Azure App Service manage
I@' Deplpy .AZUIFEIAPP Service HOOTEE qun, stop, restart, sio 3, slot | xten: r ] L
a Applz,r\l[)laltabaselmlgra‘tlon script i ﬁ Service Fabric application deployment
H De ice oplication t

sloy an Azure Service Fabric appl n to a cluster

,ﬁ Azure App Service Settings

late/Add A ngs an Azure Web App for Linux or Windows

Figure 11.32 - The Azure App Service Settings task

17. In the Azure App Service Settings task, select the Azure subscription and app
service connection details for the staging environment.

18. In Connection Settings, provide the database connection string in the following
format. Please update your database connection details before saving. Since this
is a test lab, we're storing the secure information directly in the pipeline task.
However, in a production environment, please use variables and parameters to store
any connection string or other information. Please refer to this documentation to
learn more about securely using variables and parameters in an Azure pipeline:
https://docs.microsoft.com/bs-cyrl-ba/azure/devops/
pipelines/security/inputs?view=azure-devops:

[

'name': 'MyDbConnection',

'value': 'Server=tcp:contosotodostagingdb.database.
windows.NET, 1433;Initial Catalog=ContoSoToDoStageDB;
Persist Security Info=False;User ID=azadmin;
Password=<YourPassword>;MultipleActiveResultSets=False;
Encrypt=True; TrustServerCertificate=False;

Connection Timeout=30;',

'type': 'SQLAzure',
'slotSetting': false


https://docs.microsoft.com/bs-cyrl-ba/azure/devops/pipelines/security/inputs?view=azure-devops
https://docs.microsoft.com/bs-cyrl-ba/azure/devops/pipelines/security/inputs?view=azure-devops
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19. Once all the tasks are updated, click on Save. You can save the pipeline in the root
folder upon prompt. This should be the order of the tasks:

a) Apply Database migration script
b) Apply Azure App Service Settings
c) Deploy Azure App Service:

PacktLearnAzureDevOps / Contoso ToDo / Pipelines / Releases l)C' Search

All pipelines > T New release pipeline ,,@ Create

Pipeline  Tasks ~ Variables  Retention  Options  History

Development Environment . . )
Deploymmrt prooes Azure App Service Settings @ [0 View YAML [l Remove
Run on agent + Task vers:on. 1* v
= Run on agent

Deploy Azure App Service Display name *

Azure App Service deploy X ) N
| Azure App Service Settings: contosotodostaging |

Apply Database migration script o "
Azure SOL Database deployment Azure SI.IbS/CI'IDtIDn @ | Manage 2

| Azure Connection i | O

Azure App Service Settings: contosotodostaging @ i
£

Azure App Service Settings @ scoped to subscription 'VSE-MPN-SPE-DD’

App Service name * 0]

Figure 11.33 - Saving the release pipeline

20. In the pipeline, click on + Add to add another stage for production. You can select
the same Azure App Service deployment, or you can also clone your development
environment stage. You can configure the production stage while targeting the
production app service and SQL database instances. Your pipeline should now look

as follows:
Artifacts | | Add Stages | + Add
L:J &
Contoso ToDo- L # | Development Envir... a # | Production Enviro... a
ASP.NET-CI R | 1job, 3 tasks 8 | 1job, 3 tasks
Schedule
@ not set

Figure 11.34 - Release pipeline
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21. Typically, you wouldn't want to auto-deploy to production. Let's modify the flow to
include a manual approval for production deployment. Click on Pre-Deployment

Conditions:
Artifacts | + Add | = Stages | + Add v
2 )
[t co \ | ﬁ |
f % | Development Envir... / % | |Production Enviro...
Contoso ToDo- —_— [ B —t I Q
ASP.NET-CI 5 8 | 1job, 2 tasks A R | |1job, 3 tasks \
i ‘ | [ |
ey Schedule

! not set

Figure 11.35 - Release pipeline trigger control

22. Enable the pre-deployment approval and select at least one user to approve before
deployment to production happens.

23. You can add an additional stage, such as test cases, performance benchmarks, and
so on, and prepare the overall flow. Click Save once you've completed reviewing the
pipeline.

The Azure release pipeline to deploy the application is now ready. Let's create a release and
see whether we can get our application up and running through CI/CD pipelines.

Creating a release

Let's test the release pipeline by creating a release manually:

1. In Azure DevOps, browse to Releases and click on Create release:

B All releases N4 :

Figure 11.36 — Create release
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2. Review the release details and click Create:

Create a new release X

New release pipeline
# Pipeline ~

Click on a stage to change its trigger from automated to manual.

4% Development 4% Production En

Stages for a trigger change from automated to manual. ()

v
B Artifacts A
Select the version for the artifact sources for this release
Source alias Version
_Contoso ToDo-ASP.NET-CI 202008241 v

Release description

Figure 11.37 - Reviewing release creation

Clicking Create will start a release execution; you can review the progress by
clicking on logs on the stage:

T New release pipeline > Release-2 v

Pipeline Variables History | —+ Deploy ~ (%) Cancel ) Refresh ./ Edit v

i Release | Stages :
i Manually triggered 10 . . . .
E sl L Development Environ Production Environme i
by @ w— P @ In progress O Not deployed :
! 8/25/2020, 12:01 AM Lo i
| B |
H P S 1 = :
H Artifacts U 7 tasks & :
H . . T i
& B i
_Contoso ToDo-ASP.NE... b i
i 20200824.1 i i i
: ¥ master _/ ! i i

Figure 11.38 - Release status
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Once the development environment deployment has completed, you should try to launch
the app service and see whether the ToDo application is working well for you:

[ https://contosctodostaging.azurewebsites.net

My TodoList App

Todos

Create New

Description Created Date

© 2020 - My ASP.NET Application

Figure 11.39 - The ToDo app

4. You can try to add to-do items and test the application. Once you're ready to
approve this for production deployment, click Approve to start the production
deployment:

" New release pipeline > Release-3 v

Pipeline  Variables History + Deploy ~ oS Approve multiple () Refresh /" Edit
Release Stages
Manually triggered Development Environ Production Environme
by @ amymalik © Succeeded © Pending approval
£/25/2020, 12:05 AM
on 8/25/2020, 1207 AM On @ amymalik
for 1 minute
Artifacts
3 e
s ~ Approve
_Contoso ToDo-ASP.NE...
20200824.1
¥ master

Y

Figure 11.40 - Approving the production deployment
You've now completed a release and your application is now ready to be used.
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Trying out end-to-end CI/CD flow

Now that you've completed setting up an end-to-end CI/CD pipeline, go ahead and try
out the following to experience the whole flow:

1. In Azure Repos, modify the view for the home page. Go to Repos |
DotNetAppSQLDB | Views | Todos | index.cshtml and modify the label from
Create new to Create New ToDo Item:

Index.cshtml
Contents Highlight changes

@model IEnumerable<DotNetAppSqlDb.Models.Todo>
@{

1

2

3

4 ViewBag.Title = "Index";
5}

6

7

8

9

<h2>Todos</h2>

<p>
10 @Html.ActionLinkq"Cr'eate New ToDo Item",] "Create")
11 </p>
12 <table class="table">
13 <tr>
14 <th>
15 @Html.DisplayNameFor(model => model.Description)
16 </th>
17 <th>
18 @Html.DisplayNameFor(model => model.CreatedDate)
19 </th>
20 <th></th>
21 </tr>
22
23 @foreach (var item in Model) {
24 <tr>
25 <td>
26 @Html.DisplayFor(modelItem => item.Description)
27 </td>
28 <td>
29 @Html.DisplayFor(modelItem => item.CreatedDate)
30 </td>
31 <td>
32 @Html.ActionLink("Edit", "Edit", new { id=item.ID }) |
33 @Html.ActionLink("Details”, "Details", new { id=item.ID }) |
34 @Html.ActionLink("Delete”, "Delete", new { id=item.ID })
35 </td>
36 </tr>
37 }
38
39 </table>
a0 |

Figure 11.41 - Modifying the app code
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2. Commit the change in a new branch and follow through the pull request. You
should approve and complete the pull request.

This should start an automated build pipeline execution followed through
automated release execution.

In the end, you should have your application updated with the change without
having to do any manual steps except the approval task configured for production.

Congratulations, you've now completed the setup and testing of an end-to-end CI/
CD pipeline! In the next section, we'll set up a similar pipeline for a Kubernetes-based
application.

Setting up a CI/CD pipeline for a container-
based application

In this example, we'll take a container-based application and build an end-to-end CI/CD
pipeline. We'll take a Python and Redis-based sample application for the purpose of this
demonstration.

In this example, we'll be using various Azure resources in the overall solution architecture.
This includes the following:

o Azure DevOps: CI/CD pipeline

+ Azure Kubernetes Service (AKS): For hosting the containers

« Azure Container Registry (ACR): Container image storage and management

Introduction to the sample app

In this section, we'll be using a sample application called Azure Voting App. Itisa
standard multi-container-based application that uses the following components:

« The Azure Voting App backend: This will be running on Redis.
+ The Azure Voting App frontend: Web application built with Python.

You can review the application code here: https://github.com/Azure-Samples/
azure-voting-app-redis.


https://github.com/Azure-Samples/azure-voting-app-redis
https://github.com/Azure-Samples/azure-voting-app-redis
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Setting up the required infrastructure

In order to be able to build the pipeline, first we need to set up the required infrastructure,
including the AKS cluster and Azure container registry. We will be creating separate
resources for the staging and production environments as a standard best practice;
however, it is possible to use a single environment for both the production and
development environments by using a combination of tags and a Kubernetes namespace.

In this section, we'll be using the Azure command-line interface (CLI) for all
infrastructure provisioning tasks.

Creating the Azure resource group
Let's start by creating an Azure resource group for organizing all the resources for your
development and production environments:

1. Login to Azure Cloud Shell (https://shell.azure.com) with your Azure

credentials.

2. [Ifthis is your first time logging in to Azure Cloud Shell, it will prompt you to create
an Azure storage account. Select your subscription and click Create Storage.

3. Select Bash on the shell type selection.

4. Run the following command to list all your subscriptions:

az account list

5. If you need to select a specific subscription for provisioning resources, run the
following command:

az account set --subscription 'Your Subscription Name'

6. Create a resource named Contoso-Vot ing-Stage by running the following
command. You can choose to upload the location with a region of your choice:

az group create -1 westus -n Contoso-Voting-Stage

7. Repeat the resource group creation command to create another resource group
named Contoso-Voting-Prod for the production environment.

You have now completed the required resource groups. In the next step, you'll create an
Azure Kubernetes cluster.


https://shell.azure.com
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Creating an Azure Kubernetes service

AKS is a managed Kubernetes offering from Microsoft Azure. There are two types of hosts
in Kubernetes clusters — master (aka the control plane) and nodes. In the world of AKS,
there's no master for end users. Microsoft creates and manages master nodes and hides
them away from end users. As a user, you only deploy AKS nodes (Kubernetes nodes) in
your subscription, whereas the configuration of Kubernetes and the joining of Microsoft-
managed Kubernetes masters happens in the background. With AKS, you only pay for the
nodes' infrastructure costs; masters are provided for free by Microsoft.

We will be using AKS to host our containers.

Let's start by creating an AKS cluster:

1.
2.

Log in to Cloud Shell with your Azure credentials.
Run the following command to create an AKS cluster with the default configuration

and latest version:

az aks create --resource-group Contoso-Voting-Stage
--name Contoso-Stage-AKS --node-count 1 --enable-addons
monitoring --generate-ssh-keys

Let's look at this command in detail:
a) az aks create: The syntax for creating an AKS cluster.

b) --resource-group & --name: The resource group's name and AKS
cluster name.

¢) - -node-count: The number of AKS nodes you're creating.

d) - -enable-addons: This specifies add-ons, such as monitoring and HTTP
routing.

e) --generate-ssh-keys: This is a flag that lets az c11i create SSH keys to
be used for agent nodes.

It may take up to 10 minutes for the AKS cluster to be ready. You can review the
status by running the following command:

az aks list

Once your cluster is ready, you can get the Kubernetes authentication configuration
in your Cloud Shell session by running the following command:

az aks get-credentials --resource-group Contoso-Voting-
Stage --name Contoso-Stage-AKS
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5. You can try running kubect1 commands now to interact with Kubernetes. Run
the following command to get a list of all the Kubernetes nodes:

kubectl get nodes

Your Azure Kubernetes cluster is now ready; please repeat the process to create another
AKS cluster for the production environment.

Creating an Azure container registry

ACR is a private Docker container registry that's hosted and managed by Microsoft Azure.
ACR is fully compatible with Docker and works in the same way, except that it's managed,
hosted, and secured by Microsoft. We will be using ACR to store our container images.

Let's create a container registry for the project:

1. Login to Azure Cloud Shell and run the following command to create a container
registry:

az acr create --resource-group Contoso-Voting-Stage
--name ContosoStageACR --sku Basic

2. Once your container registry is ready, you can get the status and details of it by
running the following command:

az acr list

Integrating ACR with AKS

AKS needs to have permissions to access the container images from ACR in order to run
the application. Let's enable access for AKS to interact with our ACR.

Run the following command to integrate AKS with our ACR:

az aks update -n Contoso-Stage-AKS -g Contoso-Voting-Stage
--attach-acr ContosoStageACR

Now that our infrastructure is ready, we'll begin with setting up the code repository for
the application.
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Setting up Azure Repos for the voting application

In this section, we'll create a new Azure DevOps project and import the voting app source
code in Azure Repos:

1. Login to Azure DevOps and create a new project named Contoso Voting App
or any other name of your choice.

2. Navigate to Azure Repos and click Import a Git repository. Please import the
Azure voting app repository from: https://github.com/Azure-Samples/
azure-voting-app-redis:

Import a Git repository X
Repository type

® Git v
Clone URL *

https://github.com/Azure-Samples/azure-voting-app-redis/

[:] Requires Authentication

Figure 11.42 - Importing the repository

Now that our repo is ready, let's start with a build pipeline.

Setting up the Cl pipeline
The build pipeline will be responsible for building the container image and pushing them
in ACR. Let's get started:

1. Login to Azure DevOps and open Contoso Voting App Project.

2. Navigate to Pipeline and click Create Pipeline.

3. Click on Use the Classic Editor for creating the pipeline with the UI.

4

Select the source Azure repo that you created in the previous section as the source
for the pipeline.


https://github.com/Azure-Samples/azure-voting-app-redis
https://github.com/Azure-Samples/azure-voting-app-redis
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5. For the template, select Docker Container as the template type:

Select a template O Search

Or start with an @& Empty job
Configuration as code
YAML

Looking for a better experience to configure your pipelines using YAML files? Try the new YAML pipeline creation experience.
Learn more

Featured
,ql .NET Desktop
Build and test a .NET or Windows classic desktop solution.
Android
Build, test, sign, and align an Android APK.
ASP.NET
Build and test an ASP.NET web application.

Azure Web App for ASP.NET
Build, package, test, and deploy an ASP.NET Azure Web App.

Docker container

rl® &

Build a Docker image and push it to a container registry.

Maven

Build and test a Java project with Apache Maven.

Python package

Create and test a Python package on multiple Python versions.
Xcode

Build, test, archive, or package an Xcode workspace on macQS.

BN

Figure 11.43 - Docker container pipeline template
6. In the Build an Image task configuration, provide the following values:
a) Container Registry Type: Azure Container Registry.
b) Select your Azure subscription from the dropdown and authorize it.
c) Select ACR from the dropdown.
d) Action: Build an image.

e) Docker File: The root /azure-vote/Dockerfile repo.
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f) Check Include Latest Tag:

& - > Contoso Voting App-Docker container-Cl

Tasks Variables Triggers Options Retention History Save & queue v ) Discard = Summary [> Queue
Pipeline . Docker @ @ Link settings [T} View YAML [i] Remove
Build pipeline

FO Task version | 0.* w
== Get sources

W Contoso Voting AP §# master Display name *

| Push an image |

Agent job 1 -+
£ Run on agent Container Registry Type * (D
B=_ Build an image | Azure Container Registry ~ |
- P ooocke
. Azure subscription () | Manage 2
S5 Pushanimage @ i
@ Docker -

[— | O
(o] SLupEd to M.Ibsuipliun VSE-MPN-SPE-DDY

Azure Container Registry (1)

| ContosoStageACR hd | O
Action * 0]
| Push an image ~ |

Image Name * @

| $(Build.Repository.Name):$(Build.Buildid) l

@ Qualify Image Name
Additional Image Tags (D
O include Source Tags @
B Include Latest Tag @D

Image Digest File (1)

Advanced Options v
Control Options
Output Variables v

Figure 11.44 - Push an image

7. In the Push an image task, select the Azure subscription and ACR again, with the
task being Push an image. Be sure to check Include Latest Tag.

8. Once you're done, review both tasks and click Save and Run to start the pipeline job
execution.

9. Review the job logs to see the detailed information about image building and
pushing to ACR.
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10. Upon completion, navigate to the Azure portal and open the container registry you
created earlier.

11. Navigate to Repositories; you should see a new image being created there. Let's look
at the image and find out the image name to update in our application deployment
configuration:

Home > microsoft.aks-20200826075419 > Contoso-Stage-AKS > Contoso-Voting-Stage > ContosoStageACR >

ContosoStageACR | Repositories  « contosovotingapp

Container registry Repaository
£ search (ctri+p | « O Refresh (O Refresh  [il Delete

. - # Essential

@ Overview |/0 Search to filter repositories .. | ssenhials
B Activity log Repositories Ty Repository : contosovotingapp Tag count 1
B A 1 (AM) Last updated date : 8/26/2020, 11:14 AM PDT  Manifest count : 1

ccess control (1 res

contosovotingapp
® Tags | £ Search to filter tags ...
Tags T

& Quick start 2gs 14
, Events
Settings
T Access keys
. Encryption
% Identity

g Metworking
-] Security
ﬁ Locks

B export template
Services
@A Repositories
Figure 11.45 - Container image in ACR

12. Make a note of the image pull connection string. We'll need it in the next exercise:
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contosovotingapp:48
sha256:f5b2aB42bTc3eT60f97 S{T0b4b0Sactbs454916f23977376062a3e12b2bac259

# Essentials

Repository : contosovotingapp Digest : sha256:f5b2aB42b T c3e760f975f70bAb0%9acbb5454916f23977376062a3e12b2bac....
Tag 148 Manifest creation date : 8/26/2020, 11:14 AM PDT

Tag creation date : 8/26/2020, 11:14 AM PDT  Platform : linux / amdé4

Tag last updated date : 8/26/2020, 11:14 AM PDT

Docker pull command docker pul*u. geacr.azurecr.io/ce ingapy l

Manifest {
“schemaVersion™: 2,
“mediaType™: "application/wnd.docker.distribution.manifest.vi+json”,
=config™: {

Figure 11.46 — Image syntax in ACR

13. Our pipeline is now ready and tested, so let's go back and enable CI in the pipeline
trigger configuration:

i

& - > Contoso Voting App-Docker container-Cl

Tasks Variables Triggers Options Retention History =[5 Save & queue “) Discard = Summary [> Queue

Continuous integration

™ Contoso Voting APp
pq Contoso Voting APp
Grz2 i rﬂ Enable continuous integration I

U] Batch changes while a build is in progress

Scheduled + Add

Branch filters
No builds scheduled

Type Branch specification
Build completion I Add
Include V ‘ ‘ 1 master ~o |l
Build when ancther build completes
—+ Add
Path filters
+ Add

Figure 11.47 - Enabling CI
Now that our CI pipeline is ready, let's start with the deployment pipeline.

Setting up the CD pipeline

In this section, we'll set up the deployment pipeline, which will deploy the application
code to AKS and update when necessary. Azure Pipelines provides native integration with
Kubernetes clusters hosted on-premises and in the cloud.
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Updating the Kubernetes deployment manifest file

In the Kubernetes world, application deployment is managed through manifest files
written in JSON or YAML. The deployment file for this sample application is already
included in the Azure repo. You can review the deployment configuration by reviewing
the azure-vote-all-in-one-redis.yaml file in the Azure Repos root.

By default, the deployment manifest is configured to use the Microsoft-provided container
image. We'll need to update it to start using our own custom image. Let's get started:

1.

5.

Navigate to Azure Repos and open the azure-vote-all-in-one-redis.
yaml file.

Click on Edit at the top-right corner of the file editor.

Look for the following part of the deployment manifest. This redirects the container
engine to use a Microsoft-provided Docker image:

image: microsoft/azure-vote-front:vl

Replace the value with your own container registry and image name. It should look
like the one given as follows. You should specify the latest tag to ensure that the
newest image is always used:

image: contosostageacr.azurecr.io/
contosovotingapp:latest

Commit the changes to save the deployment manifest file.

Your application manifest is now ready for deployment.
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Setting up the release pipeline

The release pipeline will be applying the deployment manifest in the Kubernetes cluster
and perform image update tasks. Let's build a pipeline to automate the deployment:

1. Login to Azure DevOps | Pipelines | Releases.

2. Create a new release pipeline. Select the Deploy to a Kubernetes cluster template:

Select a template kubernetes| X

Or start with an gy Empty job

Featured

@ Deploy to a Kubernetes cluster

Deploy, configure, update your containerized applications to a
Kubernetes cluster.

Figure 11.48 — The Deploy to a Kubernetes cluster template
3. Update the stage name to Development Environment.

4. Let's start with adding artifacts. Click on Add in artifacts.
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5. In Artifact, select the Azure repo and choose the repository we imported. Click
Add:

Add an artifact

Source type

4y | & O

Build v Azure Re... GitHub TRVC

5 more artifact types v

Project * ®
Contoso Voting APp v

Source (repository) * ()

Contoso Voting APp v

Default branch* (D

master v
Default version * ®
Latest from the default branch N

() Checkout submodules

D Checkout files from LFS @

Shallow fetch depth (O

Source alias* (O

_Contoso Voting APp

Add

Figure 11.49 — Adding an artifact to a pipeline
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6.

a) Display Name: Deploy to Kubernetes.

In the Tasks section, let's configure a task to perform the application deployment.
Configure the kubectl task as follows:

b) Kubernetes Service Connection: Create a new server connection and connect

to your AKS cluster created earlier:

New service connection
Authentication method

(O KubeConfig
O Service Account
@ Azure Subscription

Cluster

Contoso-Stage-AKS (Contoso-Voting-Stage)

Namespace

default

() Use cluster admin credentials
Details

Service connection name
Contoso AKS Default Cluster

Description (optional)

Security

Grant access permission to all pipelines

Figure 11.50 - Kubernetes service connection

X
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c) Command: Apply.

d) Click on Choose configuration file to provide a path to your deployment
YAML file (azure-vote-all-in-one-redis.yaml). Browse to your default
directory and select the deployment YAML file. We can define additional options,

such as Kubernetes secrets and config maps, if required. Click Save after verifying
that all the configurations are valid:

Select a file or folder
4 W Linked artifacts
4 B Contoso Voting APp (Azure Repos Git)
» M azure-vote
» M jenkins-tutorial
O _gitignore
[ azure-vote-all-in-one-redis.yam!
O docker-compose.yaml
O LICENSE
) README.md

The artifacts published by each version will be available for deployment in release
pipelines. The last successful version of _Contoso Voting APp (Azure Repos Git)

published the following artifacts: azure-vote, jenkins-tutorial, .gitignore and
4 more.

Location _Contoso Voting APp/azure-vote-all-in-one-redis.yaml

3 94

Figure 11.51 - Selecting the deployment YAML
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e) Review the task configurations and click Save to save the progress so far:
All pipelines > T New release pipeline
Pipeline  Tasks v Variables  Retention  Options  History
Development Environment. Kubectl @ M viewvamL [ Remove
Deployment process
FO Task version . 0* v
Agent job +
B Run on agent Display name *
@ Deploy to Kube ° E | Deploy to Kubernetes |
2 iz = Kubernetes service connection () | Manage 12
| Contoso AKS Default Cluster ~ | O + New
Namespace (D)
| default |
Commands ~
v

B Use Configuration files
@

| $(System DefaultWorkingDirectory)/_Contoso Voting APp/azure-vote-all-in-one-redis.yaml |

“PTCUTETTE L]

| )

Secrets v

Configuration file *

ConfigMaps
Advanced v
Qutput v

Control Options

Output Variables v

Figure 11.52 - Task configuration

7. Now, we'll add another step in the pipeline so that we can update the images in AKS
after deployment. This will ensure that, at every release, Kubernetes is pulling the
latest images. Click on the + sign to add another kubectl task to the pipeline.
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8. Configure the task so that it uses the same Kubernetes connection. Under
Command, keep set as the command and use image deployments/azure-
vote-front azure-vote-front=youracrname.azurecr.io/
contosovotingapp:latest as the argument. In a production deployment, you
may not want to use the latest tag in your pipeline and rather refer to the version
tag generated using the build pipeline. This will help you manage your deployments
with specific versions and roll back easily if you wish to.

9. Once you're ready, save the pipeline and create a release to test the deployment
pipeline.
10. Review the release logs to understand the deployment steps and flow.

11. Once it's completed successfully, go back to editing the pipeline again and enable
continuous deployment:

All pipelines > 7 New release pipeline B save & Createrelease = View

Pipeline  Tasks - Variables  Retention  Options  History

Continuous deployment trigger

Artifacts | + Add Stages | + Add v ; Git:_Contoso Voting APp
i : m Enabled
— : Creates a release every time a Git push occurs in the selected repository.
_Contoso Voting ; Development Envir... Branch filters ©
APp HE 1job, 2 tasks !
L y ' No filters added.
+ Add
Schedule : )
@ not set H ; Pull request trigger
e b Gt _Contoso Voting APp
@ Disabled

(D Enabling this will create a release every time
a selected artifact is available as part of a
workflow

Figure 11.53 - Enabling continuous deployment
With that, our build and release configuration with full CI/CD automation is ready.
Let's look at the AKS cluster to ensure that our application has been deployed
properly and is accessible (with the release that we just did):
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12. Connect to your AKS cluster using the Azure shell.

13. Run kubectl get pods and kubectl get services:

amit@Azure:~$ kubectl get pods

NAME READY STATUS RESTARTS
azure-vote-back-f9cc849fb-dzw6j 1/1 Running 3m
azure-vote-front-fb8f5c676-9cz21 1/1 Running ¢ 3m
azure-vote-front-fb8f5c676-bdnp5 1/1 Running 3m
azure-vote-front-fb8f5c676-kdpnd 1/1 Running 3m
azure-vote-front-fb8f5c676-sr2ff 1/1 Running 3m

amit@Azure:~%| kubectl get services

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S)
azure-vote-back ClusterIP 10.0.59.133 <none> 6379/TCP
azure-vote-front LoadBalancer 10.0.207.40 [13.76.128.239 80:30559/TCP
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP
amit@Azure:~$ I

Figure 11.54 — The kubect] results

14. Make a note of the public IP of the azure-vote-£front application. You can try
launching the public IP to check that the application is working as expected:

Azure Voting App

Cats

Dogs

Reset

Cats -2 | Dogs - 3

Figure 11.55 - Voting app launched

Next, we will be simulating an end-to-end CI/CD experience for this application.
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Simulating an end-to-end CI/CD experience

In the previous sections, we set up a CI/CD pipeline. Let's try to play around with it and
experience the overall flow. Let's start by updating the title of the application from Azure
Voting App to Contoso Voting App:

1. Browse to Azure Repos | Files | azure-vote | azure-vote | config_file.cfg and click
Edit.

2. Change the value of Title from Azure Voting App to Contoso Voting App:

Q} Contoso Voting APp : I® master v B3 / azure-vote / azure-vote / config file.cfg
M azure-vote config_file.cfg
v [ azure-vote Contents  Highlight changes
> B static

1 # UI Configurations

IZ TITLE = 'Contoso Voting App’ I
5 .
4

5

> B templates VOTEIVALUE = 'Cats"

VOTE2VALUE = 'Dogs’

D config_file.cfg SHOWHOST = ‘false’

PY main.py

Figure 11.56 - Updating the app name
3. Commit the changes through a pull request process.

4. Once the pull request is completed, a build pipeline will trigger that will build the
Docker images and push to ACR.

5.  Once the build pipeline is completed, it'll trigger the release pipeline to start another
release. In the end, you should see that your web application is updated with the
title.

This concludes setting up a CI/CD pipeline for container-based infrastructure hosted on
AKS.

Azure Architecture Center for DevOps

Azure Architecture Center is a centralized place to take guidance for architecting solutions
on Azure using established patterns and practices. There are several sample architectures
available around DevOps.
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You can access Azure Architecture Center here: https://docs.microsoft.com/
en-us/azure/architecture/.

Refer to the following links to learn more about planning the right architecture for
DevOps across various infrastructure and application scenarios:

Azure DevOps: https://docs.microsoft.com/en-us/azure/
architecture/example-scenario/apps/devops-dotnet-webapp

DevOps with containers: https://docs.microsoft.com/en-us/azure/
architecture/example-scenario/apps/devops-with-aks

Microservices with AKS and Azure DevOps: https://docs.microsoft.
com/en-us/azure/architecture/solution-ideas/articles/
microservices-with-aks

Secure DevOps for AKS: https://docs.microsoft.com/en-us/azure/
architecture/solution-ideas/articles/secure-devops-for-
kubernetes

Azure DevOps CI/CD pipelines for chatbots: https://docs.microsoft.
com/en-us/azure/architecture/example-scenario/apps/devops-
cicd-chatbot

CI/CD for Azure VMs: https://docs.microsoft.com/en-us/azure/
architecture/solution-ideas/articles/cicd-for-azure-vms

CI/CD for Azure web apps: https://docs.microsoft.com/en-us/
azure/architecture/solution-ideas/articles/azure-devops-
continuous-integration-and-continuous-deployment-for-
azure-web-apps

CI/CD for containers: https://docs.microsoft.com/en-us/azure/
architecture/solution-ideas/articles/cicd-for-containers

Container CI/CD using Jenkins and Kubernetes on AKS: https://docs.
microsoft.com/en-us/azure/architecture/solution-ideas/
articles/container-cicd-using-jenkins-and-kubernetes-on-
azure-container-service

DevSecOps in Azure: https://docs.microsoft.com/en-us/azure/
architecture/solution-ideas/articles/devsecops-in-azure

DevTest deployment for testing Iaa$ solutions: https://docs.microsoft.
com/en-us/azure/architecture/solution-ideas/articles/
dev-test-iaas
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DevTest deployment for testing Paa$S solutions: https://docs.microsoft.
com/en-us/azure/architecture/solution-ideas/articles/
dev-test-paas

DevTest deployment for testing microservice solutions: https://docs.
microsoft.com/en-us/azure/architecture/solution-ideas/
articles/dev-test-microservice

DevTest Image Factory: https://docs.microsoft.com/en-us/azure/
architecture/solution-ideas/articles/dev-test-image-
factory

Immutable infrastructure CI/CD using Jenkins and Terraform on Azure

virtual architecture overview: https://docs.microsoft.com/en-us/
azure/architecture/solution-ideas/articles/immutable-
infrastructure-cicd-using-jenkins-and-terraform-on-azure-
virtual-architecture-overview

DevOps in a hybrid environment: https://docs.microsoft.com/en-us/
azure/architecture/solution-ideas/articles/java-cicd-
using-jenkins-and-azure-web-apps

Java CI/CD using Jenkins and Azure web apps: https://docs.microsoft.
com/en-us/azure/architecture/solution-ideas/articles/java-
cicd-using-jenkins-and-azure-web-apps

Run a Jenkins server on Azure: https://docs.microsoft.com/en-us/
azure/architecture/example-scenario/apps/jenkins

SharePoint Farm for development testing: https://docs.microsoft.
com/en-us/azure/architecture/solution-ideas/articles/
sharepoint-farm-devtest

Sharing location in real time using low-cost serverless Azure services: https://
docs.microsoft.com/en-us/azure/architecture/example-
scenario/signalr/
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Ssummary

In this chapter, we looked at a .NET and SQL-based application and set up a CI/CD
pipeline for it using Azure DevOps. We looked at how you manage your production and
staging environments through approval workflows.

Similarly, we also looked at a container-based application and did a walkthrough of setting
up an end-to-end CI/CD pipeline for the application using ACR and AKS.

In the end, we talked about Azure Architecture Center, which can be referred to while
planning your DevOps architecture.

This was the final chapter, and we hope you have enjoyed reading this book!






Other Books You
May Enjoy

If you enjoyed this book, you may be interested in these other books by Packt:

Azure
Administration

- Eolve your cloud adeninedration isues felateg 10 netWorking Ficge.
ummm wificently

Learn Azure Administration
Kamil Mrzygléd
ISBN: 978-1-83855-145-2

+ Explore different Azure services and understand the correlation between them
« Secure and integrate different Azure components

« Work with a variety of identity and access management (IAM) models

« Find out how to set up monitoring and logging solutions

+ Build a complete skill set of Azure administration activities with Azure DevOps

« Discover eflicient scaling patterns for small and large workloads


https://www.packtpub.com/product/learn-azure-administration/9781838551452

408  Other Books You May Enjoy

Azure
Sentinel

Integrase Azuss secuiity with artificial intelligence 1o buik secuse
choud wystems

Learn Azure Sentinel

Richard Diver, Gary Bushey

ISBN: 978-1-83898-092-4

Understand how to design and build a security operations center

Discover the key components of a cloud security architecture

Manage and investigate Azure Sentinel incidents

Use playbooks to automate incident responses

Understand how to set up Azure Monitor Log Analytics and Azure Sentinel
Ingest data into Azure Sentinel from the cloud and on-premises devices

Perform threat hunting in Azure Sentinel


https://www.packtpub.com/product/learn-azure-sentinel/9781838980924

Leave a review - let other readers know what you think 409

Leave a review - let other readers know what
you think

Please share your thoughts on this book with others by leaving a review on the site that
you bought it from. If you purchased the book from Amazon, please leave us an honest
review on this book's Amazon page. This is vital so that other potential readers can see
and use your unbiased opinion to make purchasing decisions, we can understand what
our customers think about our products, and our authors can see your feedback on the
title that they have worked with Packt to create. It will only take a few minutes of your

time, but is valuable to other potential customers, our authors, and Packt. Thank you!






Symbols

.NET Core application
creating 185-189

A

access token

setting up, for agent

communication 202-204

Active Directory (AD) 370
agent 108
agent pool

about 193

setting up, in Azure DevOps 200, 202
AKS

ACR, integrating with 388
AML schema

reference link 142
approvals

creating 272-275

used, for managing deployments 272
ARM Outputs

reference link 19
artifact

about 108, 259

defining, for release pipeline 259-261

Index

artifact feed
creating, with Azure Artifacts 231, 232
package, using in Visual Studio 241-245
artifact store 254
automatic testing
benefits 166, 167
Azure
resource group, creating in 353, 354
Azure App Service
creating 354, 355, 357
Azure Architecture Center
for DevOps 402-404
reference link 403
Azure Artifacts
about 16, 230, 231
artifact feed, creating 231, 232
Azure Boards
about 12
integrating, with GitHub 307
setting up, with GitHub
integration 308, 310, 311
Status badge, adding 311-313
work items, linking to Github
objects 313,315-317
work items, updating from
Github 317-320



412 Index

Azure Container Instances (ACI) operate phase 6,9
about 217 planning phase 9
build agents, creating 162, 163 version control system 11
using, as agents 217, 218 Azure DevOps organization
Azure Container Registry (ACR) reference link 208
about 385 Azure DevOps, processes
creating 388 Agile 25
integrating, with AKS 388 basic 24
Azure DevOps CMMI 26
about 64 Scrum 26
organization, creating 27-29 Azure DevOps project
overview 292,293 continuous delivery, setting up
pipeline, creating 107 for application 364-368
project activities, creating 31 end-to-end CI/CD flow,
project activities, managing 31 setting up 384, 385
project, creating 29-31 release, creating 381-383
URL 231 release pipeline, creating 371-381
used, for creating build pipeline 121 service connection, setting up 368, 370
used, for creating release setting up 361-363
pipeline 256-263 Azure DevOps, project activities
used, for handling source control 66, 67 backlogs 39-43
used, for handling source control boards 44, 45
management (SCM) 64 queries 48-50
YAML release pipeline, sprints 45, 46, 48
using 281, 282, 285 work items 31
Azure DevOps extensions Azure DevOps, SCM types
ARM Outputs 19 Git 64
Team Project Health 19 Team Foundation Version
Azure DevOps key concepts Control (TFVC) 64
about 8 Azure DevOps services
Agile development method 10 Azure Artifacts 16
Azure Monitor, using 12 Azure Boards 12
Configuration Management 12 Azure Pipelines 14
continuous integration and Azure Repos 13
continuous delivery (CI/CD) 10 Azure Test Plans 15
deliver phase 9 discovering 12
development phase 9 extensions, downloading from Visual

Infrastructure as Code (IaC) 11 Studio Marketplace 17, 18



Index 413

Azure DevOps Test plans 324
Azure infrastructure
pre-requisite, preparing 353
Azure Kubernetes service
creating 387
Azure Kubernetes Service (AKS) 385
Azure pipeline
executing 212-215
updating, for self-hosted agent 210
Azure pipeline agent
Linux containers, setting up 217
overview 193
used, for planning selfhosted agents 195
used, for setting up selthosted
agents 195
Windows containers, settingup 215
Azure pipeline agent image
reference link 217
Azure pipeline agent types
about 194
Microsoft-hosted agents 194
self-hosted agents 194, 195
Azure Pipeline, building with
GitHub repositories
about 151-158
build agents, creating on ACI 162, 163
jobs, executing in parallel in
Azure Pipeline 159-162
Azure Pipelines
building, with GitHub
repositories 151-158
build pipeline 107
container jobs, using 163, 164
continuous integration, testing 301-304
creating, Classic interface used 107
creating, YAML used 107
fan-out scenario 108, 109

features 106
integrating, with GitHub 293
jobs, running in parallel 159-162
overview 106, 108, 109
pipeline, creating 109
release pipeline 107
schema 107
setting up, with GitHub
integration 293-301
Status badge, adding 304-307
using 107
Azure Pipelines agent container
executing 216
Azure Pipelines agents
installing 205-210
Azure Pipelines server
reference link 194
Azure Repos
about 13
setting up, for voting application 389
Azure resource group
creating 386
Azure SQL database
creating 358, 360
Azure Test Plans 15
Azure VM scale set
as Azure pipeline agent 219
creating 220-223
planning 219
used, for setting up Azure
pipeline agent 223-225
Azure Voting App 385



414 Index

branches policies
additional services, approval 87
build validation 86
code reviewers 88
comment resolution, checking 84
linked work items, checking 84
merge types, limiting 85
number of reviewers, specifying 84
protecting 82, 83
branching strategies
exploring 61
GitHub Flow 61, 62
GitLab Flow 62, 63
branch strategies
Git Flow 63, 64
build agents
about 109
Microsoft-hosted agents 110
self-hosted agents 110
build pipeline
creating 171-179, 234-237
creating, with Azure DevOps 121
package, publishing to feed 238
retention policy 142, 143
unit tests, running 168
used, for producing package 232
build pipeline, creating with
Azure DevOps
about 121-123
defining, with classic editor 124-135
YAML pipeline, creating 135-141
Build Source 285

C

Capability Maturity Model
Integration (CMMI) 26
CD pipeline
Kubernetes deployment manifest
file, updating 394
release pipeline, setting up 395-401
setting up 393
setting up, for container-
based application 385
setting up, for NET-based
applications 352
CI/CD pipeline implementation
benefits 106
Build stage 105
Commit stage 105
Production Deployment stage 105
Test stage 105
CI/CD pipeline, setting up for
container-based application
ACR, integrating with AKS 388
Azure container registry, creating 388
Azure Kubernetes service, creating 387
Azure resource group, creating 386
required infrastructure, setting up 386
sample app 385
CI/CD process
implementing 104-106
CI pipeline
setting up 389-393
setting up, for container-
based application 385
setting up, for NET-based
application 352
Cobertura
reference link 179
code coverage testing



Index 415

about 179

performing 179, 181

command-line interface (CLI) 386
container-based application

CI/CD pipeline, setting up for 385
container image

building 216
container jobs

using, in Azure Pipelines 163, 164
continuous delivery (CD) 104, 254
continuous deployment (CD)

about 254

used, for configuring release

pipeline triggers 265-267
continuous deployment process 105
continuous integration and continuous
delivery (CI/CD) 351

continuous integration (CI) 104
Contoso Voting App Project 389
Copy files task

URL 143
cross-repository policies 88, 90

D

Deploy in Dev 285
Deploy in Production 285
Deploy in QA 285
deployment group

reference link 205

using 279, 281
DEV 268
development, test, acceptance, and

production (DTAP) 14

development testing 167
DevOps

about 4,5

advantages 6

Azure Architecture Center for 402-404
DevOps principles
about 6
automating 7
continuous improvement 7
cross-functional autonomous teams 7
customer-centric action 6
end-to-end responsibility 7
mindset, creating 6
DevOps scenarios
about 18
project, creating 19, 20
Docker containers
using, as self-hosted agent 215

E

end-to-end CI/CD experience
simulating 402
end-to-end CI/CD flow
setting up 384, 385
environment variables 218
exploratory testing
about 324, 325
Test & Feedback extension,
installing 325-330
Test & Feedback extension,
using 325-330

F

fan-in scenario 109
fan-out scenario 108, 109
Feature Flags
about 184
used, for testing in production 185
feed

package, publishing from



416 Index

build pipeline 238
permissions, setting 238, 239
feedback items, in Azure DevOps

reference link 330

G

gates
about 275
used, for managing deployments 272
using, to check conditions 275-279
Git Flow 63, 64
GitHub
used, for integrating Azure Boards 307
used, for integrating Azure Pipelines 293
GitHub Actions
overview 320
reference link 321
GitHub Flow 62
GitHub integration
overview 292,293
used, for setting up Azure
Boards 308-311
used, for setting up Azure
Pipelines 293-301
GitHub repositories
used, for building Azure
Pipeline 151-158
GitLab Flow
about 62, 63
master 63
production 63
staging 63

Infrastructure as Code (IaC) 11
Internet Explorer security configuration
reference link 206

J

JaCoCo
reference link 179

K

Kubernetes deployment manifest file
updating 394

L

Linux-based hosted agent
reference link 210
Linux containers
setting up, as Azure pipeline agent 217

M

macOS-based agents
reference link 210
manual test plan
analyzing 341-348
executing 341-348
master 58
merge types
basic merge 85
rebase and fast-forward 85
rebase, with merge commit 85
squash merge 85
Microsoft-hosted agents
about 110, 111, 194



Index 417

using 111
using, scenarios 118
multi-stage pipeline
creating, with YAML 144-150
defining 144
multi-stage release pipeline
creating 268-271

N

NET-based applications
CI/CD pipeline, setting up for 352

O

original equipment manufacturers
(OEMs) 196

P

package
build pipeline, creating 234-237
producing, with build pipeline 232
publishing 239-241
publishing, to feed from
build pipeline 238
sample project, adding to Parts
Unlimited repository 233, 234
using, in Visual Studio from
Artifacts feed 241-245
package vulnerabilities

scanning, with WhiteSource Bolt 246-50

Parts Unlimited example

reference link 21
Personal access token (PAT) 208
planned manual testing 330-332
processes and process templates 24

Production 268

pull request
about 90
creating, after code commit 93
creating, from Azure DevOps

pull request page 92

creating, from Visual Studio 94
creating, from Visual Studio Code 94
creating, from work item 92
handling 95-99
working with 90, 91

Q

QA 268
query-based 338

R

release pipeline
about 254, 256
creating, with Azure DevOps 256-263
overview 254-256
setting up 395-401
triggers, configuring for continuous
deployment 265-267
used, for defining artifacts 259-261
variables, using 264
requirement-based 338

S

sample project
adding, to Parts Unlimited
repository 233, 234
SCM, key concepts
branches 58
cloning 58



418 Index

commit 58
pulling 58
pushing 58
repositories 58
snapshots 58
search queries
reference link 50
self-hosted agent
about 110-195
build agent, setting up 200
creating 112
Docker containers, using 215
factors 195
OS/image, selecting for agent VM 196
OS versions 196, 197
planning, with Azure Pipeline agent 195
preparing, for Parts Unlimited
project build 211
pre-requisite software 198
pre-requisites, for installing
Azure Pipeline agent 196
setting up, with Azure
Pipeline agent 195
used, for updating Azure pipeline 210
VM, creating in Azure 198, 200
self-hosted Windows agent
creating 112-117
using, scenarios 118
Software Development Life
Cycle (SLDC) 4
source code
downloading 168-170
source control management (SCM)
about 56-60
branches policies, protecting 82, 83
branches, working with 74-82
commits, working with 74-82
cross-repository policies 88-90

GitHub repository, importing
into Azure DevOps 72,73
handling, with Azure DevOps 64-67
pushes, working with 74-82
remote repository, cloning 68-71
source control system 11
static 338

T

tags
using 99, 100
Tailwind Traders
reference link 21
task 108
Team Foundation Server
Control (TFSC) 13
Team Foundation Version
Control (TFVS) 11
Team Project Health
reference link 19
Test cases
about 332, 333
managing 333-341
test-driven development (TDD) 167
Test plans
about 332
managing 333-341
test results
assigning, to work items 182-184
Test suites
about 332
managing 333-341
ToDo application 352
trigger 108



Index 419

U

unit testing 167
unit tests

running, in build pipeline 168
upstream sources 230

Y

YAML Ain't Markup Language (YAML)

collections 119
complex object, defining 120, 121
dictionaries 120

document structure 120

V lists 119
overview 118,119
Visual Studio scalars 119
package, using from Artifacts URL 119
feed 241-245 YAML release pipeline

Visual Studio Marketplace
extensions, downloading 17, 18
VM creating, in Azure
reference link 200
voting application
Azure Repos, setting up for 389

W

WhiteSource Bolt
URL 246
used, for scanning package
vulnerabilities 246-250
Windows container

using, with Azure DevOps 281, 282, 285

Azure Pipeline agent container,
executing 216

container image, building 215, 216

reference link 217

setting up, as Azure pipeline agent 215

work items

creating 32-38

reference link 38

test results, assigning to 182-184



	Cover
	Copyright
	About PACKT
	Contributors
	Table of Contents
	Preface
	Section 1: 
DevOps Principles and Azure DevOps Project Management  
	Chapter 1: Azure DevOps Overview 
	Introducing DevOps
	Understanding DevOps principles
	Principle 1 – Customer-centric action
	Principle 2 – Create with the end in mind
	Principle 3 – End-to-end responsibility
	Principle 4 – Cross-functional autonomous teams
	Principle 5 – Continuous improvement
	Principle 6 – Automate everything

	Introducing Azure DevOps key concepts
	Plan
	Develop 
	Deliver
	Operate
	Continuous integration and continuous delivery 
(CI/CD)
	Agile development support
	Version control
	Infrastructure as Code
	Configuration Management
	Monitoring

	Discovering Azure DevOps services
	Azure Boards
	Azure Repos
	Azure Pipelines
	Azure Test Plans
	Azure Artifacts
	Extension Marketplace

	Introducing the scenarios
	Creating the starter project

	Summary
	Further reading

	 Chapter 2: Managing 
Projects with Azure DevOps Boards
	Technical requirements
	Understanding processes and process templates
	Creating an organization
	Creating a project
	Creating and managing project activities
	Work Items
	Backlogs 
	Boards
	Sprints
	Queries

	Summary
	Further reading

	Section 2: 
Source Code 
and Builds  
	Chapter 3: Source Control Management with Azure DevOps
	Technical requirements
	Understanding SCM
	Exploring branching strategies
	GitHub Flow
	GitLab Flow
	Git Flow

	Handling source control with Azure DevOps
	Cloning a remote repository
	Importing a GitHub repository into Azure DevOps
	Working with commits, pushes, and branches
	Protecting branches with policies
	Cross-repo policies

	Working with pull requests
	Creating a pull request from the Azure DevOps pull request page
	Creating a pull request from a work item
	Creating a pull request after pushing a branch
	Creating a pull request from Visual Studio Code or Visual Studio

	Handling a pull request
	Tagging a release
	Summary

	Chapter 4: Understanding Azure DevOps Pipelines
	Technical requirements
	Implementing a CI/CD process
	Overview of Azure Pipelines
	Understanding build agents
	Microsoft-hosted agents
	Self-hosted agents
	When to use a Microsoft-hosted or a self-hosted agent

	Overview of the YAML language
	Scalars
	Collections and lists
	Dictionaries
	Document structure
	Complex object definition

	Creating a build pipeline with Azure DevOps
	Pipeline definition with the classic editor
	YAML pipeline definition

	Retention of builds
	Multi-stage pipeline
	Building a pipeline with GitHub repositories
	Executing jobs in parallel in an Azure Pipeline
	Agents on Azure Container Instances

	Using container jobs in Azure Pipelines
	Summary

	Chapter 5: Running 
Quality Tests in 
a Build Pipeline
	Technical requirements
	Benefits of automatic testing
	Introduction to unit testing
	Running unit tests in a build pipeline 
	Downloading the source code
	Creating the pipeline

	Introduction to code coverage testing
	Performing code coverage testing
	Assigning test results to work items
	Introduction to Feature Flags
	Using Feature Flags to test in production
	Creating a new .NET Core application

	Summary
	Further reading

	Chapter 6: Hosting Your Own Azure Pipeline Agent
	Technical requirements
	Azure pipeline agent overview
	Understanding the types of agents in Azure Pipelines
	Microsoft-hosted agents
	Self-hosted agents

	Planning and setting up your self-hosted Azure pipeline agent 
	Choosing the right OS/image for the agent VM
	OS support and pre-requisites for installing an Azure Pipelines agent
	Creating a VM in Azure for your project
	Setting up the build agent

	Updating your Azure pipeline to use self-hosted agents
	Preparing your self-hosted agent to build the Parts Unlimited project
	Running the Azure pipeline 

	Using containers as self-hosted agents
	Setting up Windows containers as Azure pipeline agents
	Setting up Linux containers as Azure Pipelines agents
	Using Azure Container Instances as agents
	Environment variables
	Planning for scale
	Creating an Azure VM scale set
	Setting up Azure pipeline agents with VM scale set

	Summary

	Section 3: 
Artifacts and Deployments  
	Chapter 7: Using Artifacts with Azure DevOps
	Technical requirements
	Introducing Azure Artifacts
	Creating an artifact feed with Azure Artifacts
	Producing the package using a build pipeline
	Adding the sample project to the PartsUnlimited repository
	Creating the build pipeline

	Publishing the package to the feed from a build pipeline
	Setting the required permissions on the feed

	Consuming the package in Visual Studio from the Artifacts feed
	Scanning for package vulnerabilities using WhiteSource Bolt
	Summary
	Further reading

	Chapter 8: Deploying Applications with Azure DevOps
	Technical requirements
	An overview of release pipelines
	Creating a release pipeline with Azure DevOps
	Creating the Azure DevOps release
	Configuring the release pipeline triggers for continuous deployment

	Creating a multi-stage release pipeline
	Using approvals and gates for managing deployments
	Creating approvals
	Using gates to check conditions
	Using deployment groups

	YAML release pipelines with Azure DevOps
	Summary

	Section 4: 
Advanced Features of Azure DevOps  
	Chapter 9: Integrating Azure DevOps with GitHub
	Technical requirements
	An overview of Azure DevOps and GitHub integration
	Integrating Azure Pipelines with GitHub
	Setting up Azure Pipelines and GitHub integration
	Testing continuous integration
	Adding a build Status badge

	Integrating Azure Boards with GitHub
	Setting up Azure Boards and GitHub integration
	Adding an Azure Boards Status badge
	Linking Azure Boards work items to GitHub objects 
	Updating work items from GitHub 

	Overview of GitHub Actions
	Summary

	Chapter 10: Using Test Plans with Azure DevOps
	Technical requirements
	Introduction to Azure Test Plans
	Exploratory testing
	Installing and using the Test & Feedback extension

	Planned manual testing
	Test plans, test suites, and test cases 
	Managing test plans, test suites, and test cases

	Running and analyzing a manual test plan
	Summary
	Further reading

	Chapter 11: Real-World CI/CD Scenarios with Azure DevOps 
	Technical requirements
	Setting up a CI/CD pipeline for .NET-based applications
	Introduction to the sample application
	Preparing the pre-requisite Azure infrastructure 
	Setting up an Azure DevOps project

	Setting up a CI/CD pipeline for a container-based application
	Introduction to the sample app
	Setting up the required infrastructure
	Setting up Azure Repos for the voting application
	Setting up the CI pipeline
	Setting up the CD pipeline
	Simulating an end-to-end CI/CD experience

	Azure Architecture Center for DevOps
	Summary

	Other Books You May Enjoy
	Index



